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§0. SYLLABUS

Calculations of various homology and cohomology groups are ubiqui-
tous in mathematics: they provide a systematic way of reducing difficult
geometric (=non-linear) problems to linear algebra. I will attempt to de-
velop homological machinery starting with the basic formalism of com-
plexes, exact sequences, spectral sequences, derived functors, etc. in the
direction of understanding cohomology of coherent sheaves on complex
algebraic varieties. There will be detours to algebraic topology and com-
mutative algebra. Prerequisites are graduate algebra, manifolds (for a de-
tour into algebraic topology), and complex analysis. Some familiarity with
algebraic varieties (a one-semester course or a reading course should be
enough). Algebraic varieties will not appear in the first half of the course,
and, in any case, we will study sheaves from scratch.

I won’t follow any particular book, but I will borrow heavily from
S. Weibel, An Introduction to Homological Algebra
S. Gelfand, Yu. Manin, Methods of Homological Algebra
R. Bott, L. Tu, Differential Forms in Algebraic Topology
D. Eisenbud, Commutative Algebra with a view towards Algebraic Geometry
V.I. Danilov, Cohomology of Algebraic Varieties
S. Lang, Algebra
D. Huybrechts, Fourier–Mukai transforms in Algebraic Geometry
C. Voisin, Hodge Theory and Complex Algebraic Geometry
Grading will be based on 6 biweekly homework sets. Each homework

will have a two-week deadline and individual problems in the homework
will be worth some points (with a total of about 30 points for each home-
work). The passing standard (for an A) will be 90 points by the end of the
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semester. The idea is to make homework assignments very flexible. Begin-
ning students are advised to solve many “cheap” problems to gain experi-
ence. If you feel that you already have some familiarity with the subject,
pick a few hard “expensive” problems.

Homework problems can be presented in two ways. An ideal method is
to come to my office and explain your solution. If your solution is correct,
you won’t have to write it down. If your solution does not work, I will give
you a hint. Problems not discussed orally will have to be written down
and turned in at the end of the two-week period. All office hours will be by
appointment. I will ask you to sign up for an individual weekly 30 minutes
slot. You can also team up and convert two adjacent short slots into one
hour-long joint meeting. I am available on M, W from 2:00-6:00 and Tu, Th
3:30-6:00. Please e-mail me your preferred meeting time as soon as possible.
During the semester, please e-mail me in advance if by whatever reason
you won’t make it to our weekly meeting.

§1. COMPLEXES. LONG EXACT SEQUENCE. JAN 23.

Fix a ring R, not necessarily commutative.
The category R-mod of left R-modules: morphisms are R-linear maps.
Examples: Z-mod = Ab (Abelian groups), k-mod = Vectk (k-vector

spaces). For algebraic geometry: R = k[x1, . . . , n] (or its quotient algebra,
localization, completion, etc.). For complex geometry: R = Ohol(U) for an
open subset U ⊂ Cn. Representation theory: rings like R = k[G] (R-mod
= k-representations of a group G), etc.
R-mod is an example of an Abelian category, which we are going to

discuss later, after we have more examples. Constructions of homologi-
cal algebra apply to any Abelian category, for example to the category of
sheaves on a topological space, OX -modules on a ringed space, etc (to be
discussed later as well). Things you can compute in an Abelian category
but not in a general category:

• 0 object;
• f + g for two morphisms f, g : X → Y ;
• X ⊕ Y ;
• Ker(f), Coker(f), Im(f) for a morphism f : A→ B;
• the first isomorphism theorem A/Ker(f) ' Im(f).

1.1. DEFINITION. • (Cochain) complexes

. . .
di−1−→Ci

di−→Ci+1 di+1−→ . . . , di+1 ◦ di = 0 for any i.

• Cohomology groups: H i = Ker di+1/ Im di.
• Exact sequences: Ker di+1 = Im di.

One can also consider chain complexes and homology groups.

1.2. LEMMA (Snake Lemma). Given a commutative diagram in R-mod

X1 −−−−→ X2 −−−−→ X3 −−−−→ 0yf1 yf2 yf3
0 −−−−→ Y1 −−−−→ Y2 −−−−→ Y3
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with exact rows, one has an exact sequence

Ker(f1)→ Ker(f2)→ Ker(f3) δ−→Coker(f1)→ Coker(f2)→ Coker(f3)

where all maps are induced by maps in exact sequences except for δ (called con-
necting homomorphism), which is defined as follows: lift α ∈ Ker(f3) to
β ∈ X2, take its image in Y2, lift it to Y1, take a coset in Coker(f1).

Proof. Diagram chasing. Don’t forget to show that δ is R-linear. �

Maps of complexes
f• : X• → Y •

are maps f i : Xi → Y i that commute with differentials. They induce maps
of cohomology

H i(X)→ H i(Y ) for any i.

1.3. LEMMA (Long Exact Sequence). Short exact sequence of complexes

0→ X• → Y • → Z• → 0

induces a long exact sequence of cohomology

. . .
δ−→H i(X)→ H i(Y )→ H i(Z) δ−→H i+1(X)→ H i+1(Y )→ . . . .

Proof. Follows from (and is equivalent to) the Snake Lemma. �

§2. CATEGORIES AND FUNCTORS. JAN 25.

A reminder about categories and functors: a category C has a set of ob-
jects Ob(C) and a set of morphisms Mor =

∐
X,Y ∈Ob(C) Mor(X,Y ), i.e. each

morphism has a source and a target. It also has a composition law

Mor(X,Y )×Mor(Y,Z)→Mor(X,Z), (f, g) 7→ g ◦ f
and an identity morphism IdX ∈ Mor(X,X) for each object X . Two ax-
ioms have to be satisfied:

• f = IdY ◦ f = f ◦ IdX for each f ∈Mor(X,Y ).
• Composition is associative: (f ◦ g) ◦ h = f ◦ (g ◦ h).

2.1. EXAMPLE. R-mod, Sets, Top (topological spaces as objects and con-
tinuous maps between them as morphisms).

A (covariant) functor F : C1 → C2 from one category to another is
a function F : Ob(C1) → Ob(C2) and functions F : Mor(X,Y ) →
Mor(F (X), F (Y )). Two axioms have to be satisfied:

• F (IdX) = IdFX ;
• F (f ◦ g) = F (f) ◦ F (g).

A contravariant functor F : C1 → C2 is a function F : Ob(C1) → Ob(C2)
and functions F : Mor(X,Y )→Mor(F (Y ), F (X)). The first axiom is the
same, the second changes to F (f ◦ g) = F (g) ◦ F (f).

2.2. EXAMPLE. . For each integer i there is an i-th cohomology functor

H i : Kom(R-mod)→ R-mod.

Notice that this means that not only we can compute H i(C•) of any com-
plex but also that for each map of complexes C• → D•, there is an induced
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map H i(C•) → H i(D•), which satisfies two axioms above. As a general
rule, morphisms are more important than objects (and functors are more
important than categories).

§3. SIMPLICIAL HOMOLOGY.

A simplicial complex X (not to be confused with its chain complex) is a
picture glued from points, segments, triangles, tetrahedra, etc. Formally,
X is a set of finite subsets of the vertex set V such that:

• {v} ∈ X for any v ∈ V ;
• if S ∈ X then T ∈ X for any T ⊂ S. We call T a face of S.

We are also going to assume that V is well-ordered (for example V =
{0, 1, 2, . . . , n}). A topological space |X| (called a geometric realization of X)
is defined as follows. Let Xn ⊂ X be the set of subsets with n + 1 points.
Let

∆n = {(x0, . . . , xn+1) ⊂ Rn+1 |xi ≥ 0,
∑

xi = 1}
be the standard n-dimensional simplex (with n + 1 vertices). For each i =
0, . . . , n, let

∂in : ∆n−1 → ∆n (3.1)
be the standard unique affine linear map which sends vertices of ∆n−1 to
vertices of ∆n (except for the i-th vertex). The mapping of vertices is given
by a unique increasing function {0, 1, . . . , n− 1} → {0, 1, . . . , n} \ {i}. As a
set, |X| is the disjoint union of all simplices

∐
(Xn×∆n) modulo an equiv-

alence relation generated by the relation

(T, p) ∼ (S, δin(p))

each time T is a subset of S obtained by dropping its i-th index (recall that
all vertices are well-ordered). Topology on |X| is defined as follows: a
subset U is open if and only if its preimage in each copy of ∆n is open.
In other words, it is the weakest topology such that the map∐

n≥0

(Xn ×∆n)→ |X|

is continuous.
Now let’s fix an Abelian group A and define the chain group Cn(X,A)

to be the group of formal finite linear combinations∑
x∈Xn

a(x)x, a(x) ∈ A.

The chain differential is defined as follows:

∂n(
∑
x∈Xn

a(x)x) =
∑
x∈Xn

a(x)∂n(x),

and

∂n({i0, . . . , in}) =
n∑
j=0

(−1)j{i0, . . . , îj , . . . , in}

(Recall that a simplex is just a subset {i0, . . . , in} ⊂ V , V is well-ordered, so
I can always assume that i0 < . . . < in).
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3.2. LEMMA. ∂ is a differential, i.e. ∂n−1 ◦ ∂n = 0.

Proof. By linearity, it suffices to check that ∂n−1 ◦ ∂n({i0, . . . , in}) = 0. Ob-
serve that this is a linear combination of subsets of {i0, . . . , in} with n − 1
elements, where each subset appears twice, with opposite signs. �

We define simplicial homology groups Hi(X,A) as homology groups of the
simplicial chain complex C•(X,A) defined above.

Notice that these groups can be effectively computed. For example, con-
sider a triangulation of the sphere S2 given by the faces of the tetrahedron.
This gives a chain complex C•(X,Z). It looks as follows:

Z4 → Z6 → Z4

with maps given by very explicit matrices. The homology groups looks as
follows:

Z, 0, Z.
The price to pay: it is not clear that these groups are invariants of S2,
i.e. that they do not depend on a choice of triangulation In fact this is true
and gives, among other things,

3.3. THEOREM (Euler). For any triangulation of the sphere,

#vertices−#edges+ #faces = 2. (3.4)

This follows from a more general theorem, for which we need a defini-
tion.

3.5. DEFINITION. Let Γ be an Abelian group and let R be an R-module. An
Euler–Poincare mapping φ with values in Γ is a partially defined function
that assigns to an R-module an element of Γ such that the following is true.
For any exact sequence

0→ A→ B → C → 0,

φ(B) is defined if and only if both φ(A) and φ(C) are defined. In this case
we should have

φ(B) = φ(A) + φ(C).

The most basic example is dimension, which is an Euler–Poincare map-
ping for vector spaces. The definition above makes sense in any category
with a concept of an exact sequence, i.e. in any Abelian category.

3.6. THEOREM (Euler–Poincare). Consider a bounded chain complex C• of R-
modules (i.e. Ck = 0 for k � 0 or k � 0). Suppose φ(Ck) is defined for any k.
Then φ(Hk) is defined for any k and we have∑

k

(−1)kφ(Ck) =
∑
k

(−1)kφ(Hk).

This common quantity is called Euler characteristic. Analogous result holds for
cochain complexes.

Proof. Follows from additivity of φ on exact sequence

0→ Ker dk → Ck → Im dk
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and
0→ Im dk+1 → Ker dk → Hk.

�

To prove Euler’s theorem on triangulations, simply notice that (3.4) is
an Euler characteristic of a simplicial chain complex of the triangulation,
which by Euler–Poincare theorem is equal to 1− 0 + 1 = 2.

§4. SINGULAR HOMOLOGY

Now we would like to define the homology theory called singular homol-
ogy with coefficients in an arbitrary Abelian group A, which depends only
on the topological space X , more precisely on its homotopy type (we will
clarify this statement later). The construction is very similar to simplicial
homology, except that we will allow chains of arbitrary simplices rather
than only simplices appearing in the triangulation.

Let Xn be the set of all continuous maps g : ∆n → X . Let Cn(X,A) be
the group of formal finite linear combinations∑

g∈Xn

a(g)g

with coefficients in A. The differential is defined as follows:

∂n

∑
g∈Xn

a(g)g

 =
∑
g∈Xn

a(g)∂n(g),

and

∂n(g) =
n∑
i=0

(−1)ig ◦ ∂in,

where ∂in is given by (3.1). The same argument as in simplicial homology
gives ∂n−1 ◦ ∂n = 0, and so we have a singular chain complex C•(X,A) and
singular homology groups H•(X,A).

§5. FUNCTORIALITY OF SINGULAR HOMOLOGY. JAN 27

The singular chain complexC•(X,A) and its homology groupsH•(X,A)
depend on both X and A in a functorial way.

For example, for any continuous map f : X → Y , we have an induced
homomorphism

f∗ : Cn(X,A)→ Cn(Y,A),
∑
x∈Xn

a(x)x 7→
∑
x∈Xn

a(x)f ◦ x

for each n. Recall that x ∈ Xn is a continuous map ∆n
x−→X , and f ◦ x

is just its composition with f . It is clear that f∗ commutes with differen-
tials and therefore induces a map of complexes f∗ : C•(X,A) → C•(Y,A),
and induced homomorphisms of Abelian groups H•(X,A)→ H•(Y,A). In
short, we have a functor

Top→ Kom(Ab), X 7→ C•(X,A).
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For example, suppose we have an embedding i : Y ↪→ X of topological
spaces. Then we have a map, in fact clearly a monomorphism

i∗ : C•(Y,A) ↪→ C•(X,A).

We define a complex of relative singular chains C•(X,Y ;A) as a cokernel of
i∗, i.e. Ck(X,Y ;A) = Ck(X,A)/Ck(Y,A) for each k.

Similarly, for each homomorphism f : A → B, we have an induced
homomorphism

Cn(X,A)→ Cn(X,B),
∑
x∈Xn

a(x)x 7→
∑
x∈Xn

f(a(x))x,

for each n. These homomorphisms obviously commute with differentials,
which means that they give a map of complexes C•(X,A)→ C•(X,B) and
a homomorphism of homology groups H•(X,A)→ H•(X,B). In short, we
have a functor

Ab→ Kom(Ab), A 7→ C•(X,A).

For example, any short exact sequences of Abelian groups

0→ A→ B → C → 0

gives a short exact sequence of singular chain complexes

0→ C•(X,A)→ C•(X,B)→ C•(X,C)→ 0,

and an induced long exact sequence of homology

. . .→ Hk(X,A)→ Hk(X,B)→ Hk(X,C)→ Hk−1(X,A)→ . . .

§6. DE RHAM COHOMOLOGY.

As an example of cohomology theory, let’s review basics of de Rham
cohomology. With each smooth manifold M , we are going to associate its
de Rham complex of R-vector spaces

Ω0(M,R) d−→Ω1(M,R) d−→Ω2(M,R) d−→ . . .

For each smooth map f : M → N , and each k, we have a pull-back linear
map f∗ : Ωk(N,R) → Ωk(M,R). Altogether, this gives a contravariant
functor

Mflds→ Kom(VectR)

from the category of smooth manifolds to the category of complexes of vec-
tor spaces. Taking cohomology of de Rham complexes, we get de Rham
cohomology groups Hk

dR(M,R) for each k ≥ 0.
Now the details. Since smooth manifolds of dimension n are glued from

open subsets of Rn, it is useful to consider this situation first, where we can
and will work in coordinates.

For an open subset U ⊂ Rn, we define Ωk(U,R) = C∞(U)⊗R Λk(Rn)∨ as
a vector space of k-linear differentiable forms

ω =
∑

1≤i1<...<ik≤n
fi1...ikdxi1 ∧ . . . ∧ dxik
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Here fi1...ik ∈ C∞ is a smooth function for each subset i1, . . . , ik. Symbols
dxi satisfy standard relations of the exterior algebra:

dxi ∧ dxj = −dxj ∧ dxi,

which makes Ω•(U,R) into a graded R-algebra1 with respect to the exterior
product ∧. And of course we have an “exterior” differential

d : Ωk(U,R)→ Ωk+1(U,R)

∑
1≤i1<...<ik≤n

fi1...ikdxi1∧. . .∧dxik 7→
∑

1≤i1<...<ik≤n

 n∑
j=1

∂fi1...ik
∂xi

dxi

 dxi1∧. . .∧dxik

Clairaut’s Theorem (equality of mixed partials) implies that d2 = 0, so
Ω•(U,R) is also a complex, called de Rham complex. The differential and
exterior multiplication are related by the following equation:

d(ω1 ∧ ω2) = dω1 ∧ ω2 + (−1)kω1 ∧ ω2 for ω1 ∈ Ωk(U,R), ω2 ∈ Ωl(U,R).

This structure can be a formalized as follows:

6.1. DEFINITION. A differentiable graded algebra (DGA) is a graded k-algebra

A =
∞⊕
n=0

An equipped with a differential d such that

• (A•, d) is a cochain complex;
• d(w1 · w2) = dw1 · w2 + (−1)kw1 · w2 if w1 ∈ Ak, w2 ∈ Al.

So Ω•(U,R) is a DGA.
Now let’s discuss functoriality: given open sets U ⊂ Rn (with coordi-

nates x1, . . . , xn), V ⊂ Rm (with coordinates y1, . . . , ym), and a smooth map
α : U → V , we define the pullback map

α∗ : Ωk(V,R)→ Ωk(U,R),∑
1≤i1<...<ik≤n

fi1...ikdyi1∧. . .∧dyik 7→
∑

1≤i1<...<ik≤n
(fi1...ik◦g)d(yi1◦g)∧. . .∧d(yik◦g),

where for any function h on U (for example yi◦g), dh denotes its differential
from calculus

dh =
∑
i

∂h

∂xi
dxi

It is not hard to show that this gives a contravariant functor for each k{
open subsets of a vector space,

smooth maps

}
→ DGAR,

U 7→ Ω•(U,R), [U α−→V ] 7→ [Ω•(V,R) α∗−→Ω•(U,R)].
Indeed, it immediately follows from definitions that the exterior multipli-
cation and the exterior differential are preserved by pull-back. The most
nontrivial part is that

(f ◦ g)∗ = g∗ ◦ f∗

1A ring S decomposed into a direct sum S =
∞L
i=0

Si of Abelian subgroups is called

graded if Si · Sj ⊂ Si+j . A ring S with a ring homomorphism k → S is called a k-algebra.
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for a composition U
g−→V

f−→W of smooth maps. This is a Chain Rule
from calculus.

Now we extend our de Rham functor to manifolds. A manifold M has
an atlas M = ∪αUα, where each Uα is isomorphic to an open subset of Rn.
Fix this isomorphism. Each intersection Uα ∩ Uβ is isomorphic to an open
subset of Rn in two different ways, via inclusions

iααβ : Uα ∩ Uβ ↪→ Uα, iβαβ : Uα ∩ Uβ ↪→ Uβ

Fix one of these isomorphisms. Then we define

Ωk(M,R) =

{
(ωα) ∈

∏
α

Ωk(Uα,R) | (iααβ)∗ωα = (iβαβ)∗ωβ for any α, β

}
Functoriality of Ω•(Uα,R) implies that the definition of Ω•(M,R) is inde-
pendent of any choices, is a DGA, and is functorial with respect to pull-
back. To show that Ω•(M,R) is independent of the choice of the atlas, one
chooses a common refinement and shows that Ω•(M,R) does not change
under refinement. More intrinsically, one can define differential forms as
sections of a sheaf or as sections of a vector bundle. We will return to this
when we discuss sheaves.

6.2. EXAMPLE.

H0
dR(M,R) = {f ∈ C∞(M) | df = 0} = {locally constant fucntions on M}

In particular, dimH0
dR(M,R) is the number of connected components ofM .

§7. FREE, PROJECTIVE, AND INJECTIVE RESOLUTIONS. JAN 30.

Now we will use (co)homology to study a ring R rather than a space X .

7.1. LEMMA. Any R-module M admits a free resolution, i.e. an exact sequence

. . .→ F2
f2−→F1

f1−→F0
f0−→M → 0,

where Fi is a free R-module for any i. If R is Noetherian and M is finitely gener-
ated, there exists a free resolution such that any Fi is finitely generated.

Proof. Choose generators {gi}i∈S of M and define a surjective map

f0 : F0 =
⊕
i∈S

R→M, ei 7→ gi,

iterate to construct a surjection f1 : F1 → Ker f0, etc. Notice that Ker f0

(and, by induction, Ker fi for any i) is finitely generated if R is Noetherian
and M is finitely generated by gi’s. �

In more general Abelian categories (such as the category of complexes),
it’s not clear how to define a “free object”. However, one can always define
a “projective object”, because the following definition makes sense in any
Abelian category:

7.2. DEFINITION. An R-module P is called projective, if for any surjection of

R-modules A
p−→B → 0, and any map P

f−→B, there exists a map P
g−→A

such that p ◦ g = f .
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7.3. LEMMA. An R-module P is projective iff there exists an R-module P ′ such
that P ⊕ P ′ is a free R-module. In particular, free R-modules are projective.
Proof. Proved in class. �

7.4. DEFINITION. An Abelian category A has enough projective objects if, for
any object M , there exists a surjection P →M → 0, where P is a projective
object.

Since free R-modules are projective, it is clear that R-mod has enough
projectives. It is also clear that any object in an Abelian category with
enough projectives has a projective resolution, i.e. an exact sequence

. . .→ P2
f2−→P1

f1−→P0
f0−→M → 0,

where any Pi is projective (just use the proof of Lemma 7.1).
Dually, we have

7.5. DEFINITION. An R-module I is called injective, if for any injection of

R-modules 0 → A
i−→B, and any map A

f−→ I , there exists a map B
g−→ I

such that g ◦ i = f . An injective resolution of an R-module M is an exact
sequence

0→M
f0−→ I0

f1−→ I1
f2−→ I2 → . . . ,

where any Ii is injective.
Similarly, we can define injective objects in any Abelian category. We

say that an Abelian category has enough injective objects if any object is a
subobject of an injective object. In a category like this, any object will have
an injective resolution.

We are going to prove

7.6. THEOREM. R-mod has enough injective objects, i.e. any R-module is a sub-
module of an injective module.

How do injective modules look like? First of all, we have

7.7. LEMMA. An injective R-module I is divisible, i.e. for any x ∈ I , and for any
non-zero divisor d ∈ R, there exists y ∈ I such that x = dy.

Proof. Apply definition of injectivity to homomorphisms i : R ×d−→R and
f : R→ I , 1 7→ x. �

Moreover, divisibility characterizes injective Abelian groups:

7.8. LEMMA. An Abelian group I is an injective Z-module iff I is divisible.
Proof. Consider any injection i : A ↪→ B of Abelian groups and a ho-
momorphism f : A → I . We want to extend it to a homomorphism
B → I , which we are going to denote by the same letter f . Applying Zorn’s
lemma2, we reduce to the case B = A+ Zx. If the sum is direct, we can de-
fine f(x) arbitrarily. If not, let d be the minimum positive integer such that

2Details: consider a partially ordered set (M, g), where A ⊂ M ⊂ B and g : M → I is
a homomorphism that extends f . Here (M, g) ≤ (M ′, g′) if M ⊂ M ′ and g′|M = g. This
poset is non-empty (contains (A, f)), any increasing chain has an upper bound (just take a
union of its subgroups), therefore by Zorn’s lemma it contains a maximal element (M, g).
If M = B, we are done. Otherwise, let x ∈ B \M . We are going to show that g can be
extended to M + Zx, which will give a contradiction.
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dx ∈ A. By divisibility of I , we can find u ∈ I such that f(dx) = du. We
claim that f(a+ kx) := f(a) + ku is a well-defined homomorphism, where
a ∈ A and k ∈ Z. Indeed, suppose

a+ kx = a′ + k′x.

Then
a− a′ = (k′ − k)x

and therefore
k′ − k = md.

We have

f(a) + ku = f(a′ +mdx) + ku = f(a′) +mu+ ku = f(a′) + k′u.

�

7.9. COROLLARY. Q and Q/Z are injective Z-modules.

§8. EXACT FUNCTORS. FEB 1.

It is instructive to recast definitions of injective and projective modules
(or more generally objects of an Abelian category) in terms of exactness of
various functors. Recall that

8.1. DEFINITION. A covariant or contravariant functor F : C1 → C2 be-
tween two Abelian categories is called exact (resp. right exact, resp. left ex-
act) if it takes a short exact sequence 0 → M → N → K → 0 to a sequence
0 → A → B → C → 0, which is exact (resp. exact everywhere except at A,
resp. exact everywhere except at C). Here we use a convention that arrows
always go from left to right.

8.2. LEMMA. Fix an R-module X.
(a) Hom(X, •) is a covariant left exact functor R-mod → R-mod. It is

exact if and only if X is projective.
(b) Hom(•, X) is a contravariant left exact functor R-mod→ R-mod. It is

exact if and only if X is injective.
(c) • ⊗X is a covariant right exact functor R-mod→ R-mod. It is exact if

and only if X is flat.

Proof. This is a reformulation of definitions. �

§9. Ab HAS ENOUGH INJECTIVES.

9.1. LEMMA. Ab has enough injectives, i.e. any Abelian group is a subgroup of
an injective group.

Proof. Let M be an Abelian group. Define M∨ = Hom(M,Q/bZ). We claim
that the canonical map

η : M → (M∨)∨, m 7→ [f → f(m)]

is injective. Indeed, take m ∈ M , m 6= 0. Since Q/Z has elements of any fi-
nite order, there exists a homomorphism f : 〈m〉 → Q/Z, f(m) 6= 0. Since
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Q/Z is an injective Z-module, this homomorphism extends to a homomor-
phism f : M → Q/Z. So η is injective. It remain to check that (M∨)∨ is a
subgroup of a divisible group. Indeed, take a surjection⊕

i∈I
Z = F � M∨,

where F is a free Abelian group. Dualization gives an injection

(M∨)∨ ↪→ F∨ =
∏
i∈I

(Q/Z),

and the last group is clearly injective. �

One lesson to take from this proof is that taking a double dual often
improves the module.

§10. ADJOINT FUNCTORS.

This is some of the most amusing and useful part of category theory.

10.1. DEFINITION. Let F : C → C ′ and G : C ′ → C be covariant functors.
We call F a left adjoint of G (and G a right adjoint of F ), notation F a G, if
for any X ∈ Ob(C) and Y ∈ Ob(C ′) there exist bijections

HomC′(FX, Y )
ηX,Y' HomC(X,GY ),

which are natural in X and Y .

Recall that “natural” in category theory means “commutes with mor-
phisms”. Namely, any morphism X1 → X2 in C gives a diagram

HomC′(FX1, Y )
ηX1,Y−−−−→ HomC(X1, GY )x x

HomC′(FX2, Y )
ηX2,Y−−−−→ HomC(X2, GY )

and any morphism Y1 → Y2 in C ′ gives a diagram

HomC′(FX, Y1)
ηX,Y1−−−−→ HomC(X,GY1)y y

HomC′(FX, Y1)
ηX,Y2−−−−→ HomC(X,GY2)

The requirement is that these diagrams are commutative.
This can also be rephrased in the language of natural transformations:

we have two covariant functors

Cop × C ′ → Sets,

(X,Y ) 7→ HomC′(FX, Y ) and (X,Y ) 7→ HomC(X,GY ).
Then η gives a natural transformation between these functors.

For example, fix a ring homomorphism φ : S → R. Then we have the
following functors

F : R-mod→ S-mod, Y 7→ Y, (restriction of scalars), (10.2)
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with a multiplication sm := φ(s)m for s ∈ S, m ∈ Y , and

H : S-mod→ R-mod, X 7→ R⊗S X, (extension of scalars).

We have
HomS(X,Y ) ' HomR(R⊗S X,Y )

for any S-module X and any R-module Y , i.e. H is a left-adjoint of F .

§11. R-mod HAS ENOUGH INJECTIVES. FEB 3.

This will be a fun application of adjunction. Consider again a ring ho-
momorphism S → R and a restriction of scalars functor (10.2). What is its
right adjoint? For any S-module Y , consider

F (Y ) = HomS(R, Y ).

R acts on F (Y ) by formula (rf)(a) = f(ar). It is clear how to define F on
maps Y1 → Y2. So F is a functor. Let’s construct a natural bijection

HomS(X,Y ) ' HomR(X,HomS(R, Y ))

for any R-module X and S-module Y . In one direction, we send ψ : X →
Y to f(x)(a) = ψ(ax). In the other direction, we send f : X → HomS(R, Y )
to ψ(x) = f(x)(1). It is easy to see that these maps are inverses of each
other.

11.1. LEMMA. If Y is an injective S-module then F (Y ) = HomS(R, Y ) is an
injective R-module.

Proof. We have to show that HomR(•, F (Y )) is an exact functor. Notice
that G is an exact functor by obvious reasons. Therefore, by adjunction, it
suffices to check that HomS(•, Y ) is an exact functor. Since Y is injective,
this is indeed the case. �

Now we can finish the proof thatR-mod has enough injectives. Viewing
anR-moduleM as an Abelian group, we have an injective homomorphism
of Abelian groups

M ↪→ T,

where T is an injective Z-module, i.e. a divisible group. By adjunction, this
gives a homomorphism of R-modules

M → HomZ(R, T )

which is clearly injective. By the previous Lemma, HomZ(R, T ) is an injec-
tive R-module.

§12. QUASI-ISOMORPHISM AND HOMOTOPY. FEB 6.

Intuitively, one is tempted to think that complexes are too dependent on
auxiliary choices to be useful, and one should work with their cohomology
instead. After all, it’s singular homology and and not the singular chain
complex that gives invariants of the topological space. However, this intu-
ition is wrong. For example, the most useful tool in homological algebra
is a connecting homomorphism, which is defined only on the level of com-
plexes. A better thing to do is to consider a category of all complexes but
to modify morphisms to better reflect cohomological information.
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12.1. DEFINITION. A map of (co)chain complexes is called a quasi-isomorphism
if it induces an isomorphism of (co)homology.

For example, at some point we will prove

12.2. THEOREM. Let X be a simplicial complex with geometric realization |X|.
The inclusion of simplicial chains into singular chains

Csimp• (X,Z) ↪→ Csing• (|X|,Z)

is a quasi-isomorphism.

Quasi-isomorphisms should be viewed as almost invertible maps.

12.3. DEFINITION. Let f, g : C• → C ′• be maps of chain complexes (of R-
modules). They are called homotopic if there exist maps pn : Cn → Cn+1

such that
dn+1 ◦ pn + pn+1 ◦ dn = fn − gn

for any n. One has to modify definitions accordingly for cochain com-
plexes.

12.4. LEMMA. Homotopic maps of complexes induce identical maps on homology.

Proof. It suffices to show that dn+1 ◦ pn + pn+1 ◦ dn sends any cycle α to a
boundary. But this is clear:

dn+1 ◦ pn(α) + pn+1 ◦ dn(α) = dn+1(pn(α)).

�

A useful corollary is a method of checking that a complex C• is acyclic:
it suffices to construct a homotopy between the identity map and the zero
map.

12.5. DEFINITION. Two complexes C, C ′ are called homotopy equivalent if
there exists maps of complexes α : C → C ′, β : C ′ → C such that αβ is
homotopic to IdC′ and βα is homotopic to IdC .

By the previous lemma, in this case both f and g are quasi-isomorphisms.
As an example, let’s show

12.6. THEOREM. Any two projective (resp. injective) resolutions of an R-module
M are homotopy equivalent.

Proof. We will show even more. Let

. . .→ P2 → P1 → P0 →M → 0

and
. . .→ P ′2 → P ′1 → P ′0 →M → 0

be two projective resolutions. It suffices to prove the following:
(a) The identity map IdM extends to map of complexes P• → P ′•.
(b) Any two extensions f, g : P• → P ′• of IdM are homotopic.

Both items were checked in class. To show homotopy equivalence of P•
and P ′•, use (a) to construct maps α : P• → P ′• and β : P ′• → P•. Then
use (b) to construct homotopy of αβ with IdP ′ and βα with IdP . �
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§13. HOMOTOPY INVARIANCE OF SINGULAR HOMOLOGY. FEB 8

Recall that continuous maps of topological spaces f, g : X → Y are
called homotopic if there exists a continuous map F : X × [0, 1] → Y such
that f(x) = F (x, 0) and g(x) = F (x, 1). The following theorem explains
origins of the notion of homotopic complexes.

13.1. THEOREM. Homotopic maps of topological spaces f, g : X → Y induce
homotopic maps of singular chain complexes f∗, g∗ : Csing• (X,Z)→ Csing• (Y,Z).

13.2. COROLLARY. Homotopic maps of topological spaces f, g : X → Y induce
equal maps of singular homology f∗, g∗ : Hsing

• (X,Z)→ Hsing
• (Y,Z).

13.3. COROLLARY. Homotopy equivalent3 topological spaces X and Y have iso-
morphic singular homology.

13.4. COROLLARY. If X is a contractible topological space then

Hsing
i (X,Z) = Hsing

i (pt,Z) =

{
Z i = 0
0 i > 0

To prove the Theorem, we are going to construct homotopy homomor-
phisms pn : Cn(X,Z)→ Cn+1(Y,Z), also known as prism maps. Recall that
the required condition is that

∂pn = g∗ − f∗ − pn−1∂,

where ∂ is the chain differential. We are going to define pn on simplices and
extend by linearity. Take σ ∈ Cn(X,Z), i.e. a continuous map σ : ∆n → X .
We have a continuous map

H : ∆n × [0, 1] σ×Id−→X × [0, 1] F−→Y.

Notice that
H|∆n×{0} = f∗(σ), H|∆n×{1} = g∗(σ).

We label the “bottom” vertices of the prism ∆n× [0, 1] by 0, 1 . . . , n, and the
“top” vertices by 0̄, . . . , n̄. Then we define

pn(σ) =
n∑
i=0

(−1)iH ◦ [0, . . . , i, ī, . . . , n̄],

where [0, . . . , i, ī, . . . , n̄] is an affine-linear map from the ∆n+1 simplex to the
prism that sends vertices 0, . . . , n+1 of ∆n+1 to the vertices 0, . . . , i, ī, . . . , n̄
of the prism. A picture would be very enlightening here. Now we compute

∂pn(σ) =

∑
j<i

(−1)i+jH ◦ [0, . . . , ĵ, . . . , i, ī, . . . n̄] +
∑
j>i

(−1)i+j+1H ◦ [0, . . . , i, ī, . . . ˆ̄j . . . , n̄]

+

∑
i

H ◦ [0, . . . , î, ī, . . . n̄]−
∑
i

H ◦ [0, . . . , i, ˆ̄i, . . . , n̄] =

pn−1∂(σ) +H ◦ [0̂, 0̄, . . . n̄]−H ◦ [0, . . . , n, ˆ̄n] =
pn−1∂(σ) + g∗(σ)− f∗(σ).

3Recall that this means existence of maps f : X → Y and g : Y → X such that fg is
homotopic to IdY and gf is homotopic to IdX .



MATH 797 – HOMOLOGICAL METHODS 17

§14. HOMOTOPY INVARIANCE OF DE RHAM COHOMOLOGY.

In the same spirit, let’s prove

14.1. THEOREM. Smoothly homotopic smooth maps f, g : X → Y of smooth
manifolds. induce homotopic maps of de Rham complexes

f∗, g∗ : Ω•(Y,R)→ Ω•(X,R).

14.2. COROLLARY. Smoothly homotopic smooth maps of smooth manifolds f, g :
X → Y induce equal maps of de Rham cohomology f∗, g∗ : H•dR(Y,R) →
H•dR(X,R).

14.3. COROLLARY. Smoothly homotopy equivalent smooth manifolds X and Y
have isomorphic de Rham cohomology.

14.4. COROLLARY (Poincare Lemma). If X is a smoothly contractible smooth
manifold then

H i
dR(X,R) = H i

dR(pt,R) =

{
R i = 0
0 i > 0

To prove the Theorem, we construct homotopy homomorphisms

pk : Ωk(Y )→ Ωk−1(X),

as follows. Take ω ∈ Ωk(Y ). We are given a smooth homotopy

F : X × [0, 1]→ Y.

Let t be a coordinate along [0, 1], and let x1, . . . , xn be local coordinates
on X . Then we have

F ∗ω =
∑
|I|=k

aI(x, t)dxI +
∑
|J |=k−1

bJ(x, t)dt ∧ dxJ ,

where we use a common notation dxI = dxi1 ∧ . . . ∧ dxik . We define

pk(ω) =
∑
|J |=k−1

(∫ 1

0
bJ(x, t)dt

)
dxJ .

It is easy to see that this definition is independent on the choice of local
coordinates. Now we compute

d(pk(ω)) =
∑
j

|J|=k−1

∂
(∫ 1

0 bJ(x, t)dt
)

∂xj
dxj ∧ dxJ

=
∑
j

|J|=k−1

(∫ 1

0

∂bJ(x, t)
∂xj

dt

)
dxj ∧ dxJ ,

F ∗(dω) = d(F ∗(ω)) =
∑
|I|=k

∂aI(x, t)
∂t

dt ∧ dxI + (terms without dt)

+
∑
j

|J|=k−1

∂bJ(x, t)
∂xj

dxj ∧ dt ∧ dxJ ,
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and therefore

pn+1(d(ω)) =
∑
|I|=k

(∫ 1

0

∂aI(x, t)
∂t

dt

)
dxI

−
∑
j

|J|=k−1

(∫ 1

0

∂bJ(x, t)
∂xj

)
dxj ∧ dxJ =

(Newton–Leibniz)∑
|I|=k

a(x, 1)dxI −
∑
|I|=k

a(x, 0)dxI − pk(ω) =

g∗(ω)− f∗(ω)− pk(ω).
Indeed, F (x, 1) = g(x) implies g∗(ω) = F ∗(ω)|X×{1}, which shows that
g∗(ω) =

∑
|I|=k a(x, 1)dxI and similarly for f∗(ω).

§15. DOLBEAUT COMPLEX AND ∂̄-POINCARE LEMMA. FEB 10.

Constructing algebraic homotopy maps is the most straightforward way
of showing exactness of the complex, but sometimes complexes are exact
by mysterious reasons. Prime examples are Dolbeaut complex and Koszul
complex.

Let M be a complex manifold. This means that M has open subsets
of Cn as charts and transition functions are holomorphic. As a real 2n-
dimensional smooth manifold,M has a de Rham complex, and we consider
its complexified version

Ωk(M,C) = Ωk(M,R)⊗ C.

This vector space parametrizes complex-valued C∞ differential k-forms on
M . For example, locally, we have complex coordinates zp = xp + ixn+p,
p = 1, . . . , n, and their differentials

dzp = dxp + idxn+p, dz̄p = dxp − idxn+p.

For any C∞-function f , we can write its differential as

df =
n∑
p=1

∂f

∂xp
dxp +

n∑
p=1

∂f

∂xp+n
dxp+n =

n∑
p=1

∂f

∂xp

1
2

(dzp + dz̄p) +
n∑
p=1

∂f

∂xp+n

1
2i

(dzp − dz̄p) =

n∑
p=1

1
2

(
∂f

∂xp
− i ∂f

∂xp+n

)
dzp +

n∑
p=1

1
2

(
∂f

∂xp
+ i

∂f

∂xp+n

)
dz̄p =

n∑
p=1

∂f

∂zp
dzp +

n∑
p=1

∂f

∂z̄p
dz̄p = ∂f + ∂̄f.

The last line is just the definition of ∂f
∂zp

, ∂f
∂z̄p

, ∂f , and ∂̄f (“Cauchy–Riemann
equations”). Recall that f is called holomorphic if ∂̄f = 0.
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We extend d = ∂ + ∂̄ to the full de Rham complex. First, we have a
decomposition

Ωk(M,C) =
⊕
p+q=k

Ap,q, (15.1)

where Ap,q parametrizes k-forms that locally look like

ω =
∑
|I|=p
|J|=q

gI,J(z1, . . . , zn)dzI ∧ dz̄J .

Notice that a (p, q)-form pulls back to a (p, q)-form under a holomorphic
map, and in particular the decomposition (15.1) is intrinsic, i.e. does not
depend on local holomorphic coordinates. Indeed, if a holomorphic map f
is given by zi = fi(w1, . . . , wm), where each fi is holomorphic, then

f∗ω =
∑
|I|=p
|J|=q

gI,J(f1(w), . . . , fn(w))dfi1 ∧ . . . ∧ dfip ∧ df̄j1 ∧ . . . ∧ df̄jq =

∑
|I|=p
|J|=q

gI,J(f1(w), . . . , fn(w))∂fi1 ∧ . . . ∧ ∂fip ∧ ∂̄f̄j1 ∧ . . . ∧ ∂̄f̄jq ∈ Ap,q.

It is also clear that if ω ∈ Ap,q then dω = ∂ω + ∂̄ω, where

∂ω =
∑
|I|=p
|J|=q

(∂gI,J)dzI ∧ dz̄J ∈ Ap+1,q

and
∂̄ω =

∑
|I|=p
|J|=q

(∂̄gI,J)dzI ∧ dz̄J ∈ Ap,q+1.

So we have a decomposition

d = ∂ + ∂̄, ∂2 = ∂̄2 = ∂∂̄ + ∂̄∂ = 0

and for each p, we have a Dolbeaut complex (Ap,•, ∂̄). This is an instance of
the following general definition:

15.2. DEFINITION. A double complex is a collection of objectsCp,q of an Abelian
category along with maps

d1 : Cp,q → Cp+1,q, d2 : Cp,q → Cp,q+1

such that
d2

1 = d2
2 = d1d2 + d2d1 = 0.

So we have a vertical complex for each p, a horizontal complex for each q.
We also define a total complex (tot•(C), d) of a double complex as follows:

totk(C) =
⊕
p+q=k

Cp,q, d = d1 + d2.

It is clear that d2 = 0.
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Finally, we can introduce Dolbeaut cohomology of a complex manifold:

Hp,q(M,C) =
Ker[Ap,q ∂̄−→Ap,q+1]

Im[Ap,q−1 ∂̄−→Ap,q]
.

By analogy with Poincare lemma, we expect this cohomology to vanish
if M is a neighborhood of a point. In fact, we have

15.3. THEOREM (∂̄-Poincare Lemma). Let

∆ = {(z1, . . . , zn) | |zi| < ri} ⊂ Cn

be a polydisk. Then Hp,q(∆,C) = 0 for q > 0.

Notice that the Dolbeaut complex Ap,•(∆,C) is just a direct sum of
(
n
p

)
copies of A0,•(∆,C) (one copy for each dzI , |I| = p). So it suffices to prove
that H0,q(∆,C) = 0 for q > 0, i.e. that we have an exact sequence

0→ Ohol(∆)→ A0,0 ∂̄−→A0,1 ∂̄−→ . . . .

We take a ∂̄-closed form w ∈ A0,q and pretty much construct by hand a
form τ ∈ A0,q−1 such that ∂̄τ = ω. The proof boils down to the Cauchy
integral formula from complex analysis after decorating it with some bells
and whistles:

15.4. THEOREM (Cauchy). Let ∆ = {|z| < 1} ⊂ C be the (open) unit disk. Let
f(z) be a complex-valued C∞ function on ∆̄. Then, for any z ∈ ∆,

f(z) =
1

2πi

∫
∂∆

f(w) dw
w − z

+
1

2πi

∫
∆̄

∂f

∂w̄

dw ∧ dw̄
w − z

This formula is usually applied when f is a holomorphic function, in
which case the second term vanishes. However, in our application it is
the first term that trivially vanishes and all the action is happening with
the second term! We followed very closely exposition in Griffiths–Harris,
pages 5 and 25.

§16. KOSZUL COMPLEX. FEB 13.

This is a little gadget from commutative algebra that packs an incredi-
ble amount of information. Warning: there are different conventions about
signs, indexing, etc. in the Koszul complex. They don’t change the sub-
stance though.

Setup: a Noetherian commutative ringR, a bunch of elements x1, . . . , xn ∈
R, and, for finer applications, a finitely generated R-module M .

Case n = 1. Here we simply have x ∈ R, and the Koszul complex is a
2-term complex

K(x) : 0→ R
·x−→R→ 0,

The complex is assumed to start in degree 0, with differentials increasing
the degree. So we have

H0 = Ann(x), H1 = R/(x).

Therefore,
H1 6= 0 ⇔ R/(x) 6= 0,
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H0 = 0 ⇔ x is not a zero-divisor.
This can be upgraded if we have a module. We define

K(x;M) = K(x)⊗M : 0→M
·x−→M → 0,

H1 = M/xM, H1 6= 0 ⇔ M/xM 6= 0,
H0 = (M : x) H0 = 0 ⇔ x is not a zero-divisor in M.

Case n = 2. Now the fun really starts. We fix x, y ∈ R, and define

K(x, y) : 0→ R

"
x
y

#
−→R⊕R

h
−y x

i
−→ R→ 0,

and K(x, y;M) = K(x, y)⊗M :

0→M

"
x
y

#
−→M ⊕M

h
−y x

i
−→ M → 0.

The indexing starts with 0 and ends with 2. It is clear that we have

H2(K(x, y)) = R/(x, y), H2(K(x, y;M)) = M/(x, y)M.

So H2 6= 0 is equivalent to M 6= (x, y)M . How about H0? Following
definitions, we see that

H0(K(x, y)) = Ann(x) ∩Ann(y) = Ann(x, y),

and H0(K(x, y;M)) is the set of elements of M annihilated by (x, y). So,
H0(K(x, y;M)) = 0 means that every element of M is not annihilated by
some element of (x, y). For example, H0(K(x, y)) = 0 means that every
element of R is not annihilated either by x or by y. Here is the first non-
trivial fact

16.1. LEMMA. H0(K(x, y)) = 0 if and only if (x, y) contains a non-zero-divisor.
H0(K(x, y;M)) = 0 if and only if ∃a ∈ (x, y), which is not a zero-divisor on M .

This will be explained in the next section.

§17. ASSOCIATED PRIMES

17.1. DEFINITION. A prime ideal p ⊂ R is called associated with anR-moduleM
if p = Ann(m) for some m ∈M . The set of associated primes is denoted by

Ass(M) ⊂ SpecR.

For example, take R = Z, M = Z/nZ. Then associated primes are prime
divisors of n.

17.2. DEFINITION. Minimal (by inclusion) prime ideals ofR containing Ann(M)
are called minimal prime ideals of M . Let Min(M) ⊂ SpecR. be the set of
minimal prime ideals of M .

17.3. THEOREM. Assume R is Noetherian, M is finitely generated. Then
• Min(M) ⊂ Ass(M) are finite non-empty sets.
•

⋃
p∈Ass(M)

p is equal to the set of elements ofRwhich are zero-divisors inM .

Here is a standard corollary:
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17.4. COROLLARY. Under the same assumptions, suppose that every element of
an ideal I ⊂ R annihilates some element of M . Then there exists a non-zero
m ∈M such that I ⊂ Ann(m).

Proof. Since I is contained in the set of elements ofRwhich are zero-divisors
in M , I belongs to the union of associated primes. By prime avoidance, I
is contained in one of associated primes p = Ann(m). �

A contrapositive is even more useful:

17.5. COROLLARY. The following statements are equivalent:
• For any non-zero element m ∈M , I 6⊂ Ann(m).
• There exists a ∈ I which is not a zero-divisor on M .

Lemma 16.1 clearly follows from this corollary.

§18. REGULAR SEQUENCES. FEB 15.

Now let’s look at H1(K(x, y)). By definition, we have

H1 =
{(a, b) ∈ R⊕R | − ya+ xb = 0}
{(xc, yc) ∈ R⊕R | c ∈ R}

.

This means that a ∈ ((x) : y). For simplicity, let’s assume x is not a zero-
divisor. Then b is uniquely determined by a, and we have

H1 =
(x) : y

(x)
.

So H1 = 0 if and only if y is not a zero-divisor modulo (x).

18.1. DEFINITION. A sequence x1, . . . , xn ∈ R is called a regular sequence if
R/(x1, . . . , xn) 6= 0, x1 is not a zero-divisor, and xi is not a zero-divisor
modulo (x1, . . . xi−1) for any i.

18.2. DEFINITION. A sequence x1, . . . , xn ∈ R is called an M -sequence if
M/(x1, . . . , xn)M 6= 0, x1 is not a zero-divisor on M , and xi is not a zero-
divisor in M/(x1, . . . xi−1)M for any i.

In this language, we proved that if {x, y} is a regular sequence then

H i(K(x, y)) =

{
0 i < 2
R/(x, y) 6= 0 i = 2

.

A similar statement holds if x, y is an M -sequence. Is the converse true?
By definition, K(x, y) is the total complex of a double complex

R
x−−−−→ R

y

y yy
R

−x−−−−→ R

(1)

Notice that the bottom row is its subcomplex and the top row is a quotient
complex. This is not quite right: we have to shift indices in the bottom row
so that the first group has degree 1 and not 0. So more precisely, we have
an exact sequence of complexes

0→ K(x)[−1]→ K(x, y)→ K(x)→ 0.
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Here we use the following notation:

18.3. NOTATION. Let C• be a complex. Then C[k]• has the same cochains
as C• but with shifted grading C[k]i = Ck+i. It is convenient to set the
differential in C[k] to be the differential in C multiplied by (−1)k (notice
that this has no effect on cocycles, coboundaries, and cohomology).

The long exact sequence in cohomology then gives

H0(K(x, y))→ H0(K(x))→ H1(K(x))[−1]→ H1(K(x, y))→ H1(K(x))→ . . .

Under our assumptions we get

0→ H0(K(x)) δ−→H1(K(x))[−1]→ 0,

i.e.
0→ H0(K(x)) δ−→H0(K(x))→ 0,

where δ is a connecting homomorphism. To compute it, get back to the
double complex (1) picture of the Koszul complex. Start with a cocycle
z ∈ H0(K(x)) (upper-left corner). Then xz = 0. Lift it to K0(x, y), i.e.

view z as an element of K0(x, y). Applying a differential
[
x
y

]
gives

[
0
yz

]
∈

K1(x, y). This has to be an element of a subcomplex, and it is, yz is in
the left bottom corner. So δ(z) = yz, i.e. a connecting homomorphism
H0(K(x)) → H0(K(x)) is multiplication by y! The exact sequence then
gives yH0(K(x)) = H0(K(x)). To show that x, y is a regular sequence we
would need to show that x is not a zero-divisor, i.e. that H0(K(x)) = 0.
Notice that if R is a local ring and x, y belong to the maximal ideal, this is
implied by Nakayama’s Lemma! So we see that

18.4. COROLLARY. If R is a local Noetherian ring then x, y is a regular sequence
if and only if

H i(K(x, y)) =

{
0 i < 2
6= 0 i = 2

.

If M is a finitely generated module then x, y is an M -sequence if and only if

H i(K(x, y;M)) =

{
0 i < 2
6= 0 i = 2

.

This already has very interesting consequences:

18.5. COROLLARY. If R is a local Noetherian ring and x1, . . . , xn is a regular
sequence then xσ(1), . . . , xσ(n) is a regular sequence for any permutation σ.

Proof. It suffices to prove this when σ = (i, i+ 1) is a transposition of adja-
cent indices. Working in R′ = R/(x1, . . . , xi−1), we then reduce to the case
n = 2. If x, y is a regular sequence then H i(K(x, y)) vanishes if and only if
i < 2. The preceding analysis of the Koszul complex works just as fine if
we interchange x and y (e.g. the double complex (1) will be reflected along
the diagonal). So, by the previous corollary, y, x is a regular sequence as
well. �
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18.6. EXAMPLE. Here is an example that shows that this corollary can fail if
R is not local. Take R = k[x, y, z]/(x − 1)z. Then {x, (x − 1)y} is a regular
sequence but {(x− 1)y, x} is not.

It follows that if R is not local then vanishing of Koszul complex coho-
mology groups does not quite detect regularity of a sequence (because the
Koszul complex clearly does not care about the order of elements in the se-
quence). In fact, it detects the maximal length of a regular sequence in the
ideal (x1, . . . , xn).

18.7. DEFINITION. Let I ⊂ R be an ideal such that IM 6= M . Then depth(I,M)
is, by definition, the maximal length of an M -sequence in I . In particular,
depth I is the maximal length of a regular sequence in I . We are also going
to say that an M -sequence is maximal if one can not add elements to it (on
the right).

So the depth is the maximal length of a maximal M -sequence. In fact,
we are going to see that all maximal M -sequences in I have the same fi-
nite length (under our running assumptions that R is Noetherian and M is
finitely generated).

But first let’s define the Koszul complex in general.

18.8. DEFINITION. Let N be an R-module and let x ∈ N . The Koszul com-
plex K(x,N) is defined as follows:

0→ Λ0N
x∧•−→Λ1N

x∧•−→Λ2N
x∧•−→Λ3N

x∧•−→ . . . ,

and the degree of the Λ0N ' R component is 0.

Some remarks:
• K(x,N) is a DGA.
• Functoriality: any R-linear map f : N → M induces a map of

complexes K(x,N)→ K(f(x),M).
• Another functoriality: for any r ∈ R, a multiplication by r map

Λ•N → Λ•N is a map of complexes.

18.9. DEFINITION. For any sequence x = (x1, . . . , xn) ∈ Rn, we define a
Koszul complex K(x1, . . . , xn) as K(x,Rn). For any R-module M , we de-
fine K(x1, . . . , xn;M) as K(x1, . . . , xn)⊗RM with the differential d⊗ Id.

More explicitly, K(x1, . . . , xn) looks like

0→ R

26664
x1
...
xn

37775
−→ Rn

(x1e1+...+xnen)∧•−→ Λ2Rn
(x1e1+...+xnen)∧•−→ Λ3Rn → . . .

. . .→ Λn−1Rn
(x1e1+...+xnen)∧•−→ ΛnRn → 0

Notice that the last map is essentially

Rn

h
x1 . . . xn

i
−→ R,

where we use the basis {e1∧ . . . êi∧ . . .∧en} of Λn−1Rn to identify the latter
with Rn. So

HnK(x1, . . . , xn) = R/(x1, . . . , xn), HnK(x1, . . . , xn;M) = M/(x1, . . . , xn)M.
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18.10. THEOREM. Let R be a Noetherian ring, M a finitely generated R-module,
and I = (x1, . . . , xn). Suppose M 6= IM . Define r as follows:

Hj(x1, . . . , xn;M) =

{
0 j < r

6= 0 j = r

Then every maximal M -sequence in I has length r and depth(I,M) = r.

18.11. COROLLARY. depth((x1, . . . , xn),M) ≤ n.

18.12. COROLLARY. If x1, . . . , xn is a regular sequence then

Hj(x1, . . . , xn) =

{
0 j < n

6= 0 j = n
.

In particular, we have an exact sequence

0→ R→ Rn → Λ2Rn → Λ3Rn → . . .→ ΛnRn → R/(x1, . . . , xn)→ 0
(18.13)

18.14. EXAMPLE. Take x1, . . . , xn ∈ R = k[x1, . . . , xn]. This is clearly a reg-
ular sequence and R/(x1, . . . , xn) ' k. So (18.13) gives a free resolution
(=resolution by free modules) of k viewed as an R-module.

In the local setting we can say more.

18.15. THEOREM. In addition to assumptions of the previous theorem, let’s also
assume thatR is local. ThenHk(x1, . . . , xn;M) = 0 implies thatHj(x1, . . . , xn;M) =
0 for any j < k. Moreover, Hn−1(x1, . . . , xn;M) = 0 implies that x1, . . . , xn is
an M -sequence.

From now on we are going to focus on the case when M = R, and so
M -sequences = regular sequences. In fact, all key features of the argument
were already covered in our discussion of the n = 2 case. We just have to
generalize an inductive description of the Koszul complex.

§19. MAPPING CONE. FEB 17.

19.1. DEFINITION. Let α : (F •, dF ) → (G•, dG) be a map of cochain com-
plexes. Its mapping cone M(α) is a cochain complex with

M(α)i = F i+1 ⊕Gi

and the differential given by a matrix[
−dF 0
α dG

]
. (19.2)

Notice that G• is a subcomplex of M(α)•, and the quotient complex is
F •[1] (recall that [1] means shifting degrees by 1 and changing the sign of
the differential. So we have a short exact sequence of complexes

0→ G→M(α)→ F [1]→ 0
and the induced long exact sequence of cohomology

. . .→ Hk(G)→ Hk(M(α))→ Hk+1(F ) δ−→Hk+1(G)→ . . . ,

where δ is the connecting homomorphism.
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19.3. LEMMA. δ = H(α) (a map in cohomology induced by α).

Proof. This is a simple diagram chase (done in class) using the definition of
the connecting homomorphism. �

§20. INDUCTIVE DESCRIPTION OF THE KOSZUL COMPLEX. FEB 22.

We apply the mapping cone construction to the Koszul complex:

20.1. LEMMA. Let α : K(x1, . . . , xn−1) → K(x1, . . . , xn−1) be the map given
by multiplication by −xn. Then the mapping cone M(α) is isomorphic to the
Koszul complex K(x1, . . . , xn)[1] (shifted by 1). In particular, we have a long
exact sequence

. . .→ H i−1K(x1, . . . , xn−1)→ H iK(x1, . . . , xn)→

→ H iK(x1, . . . , xn−1) −xn−→H iK(x1, . . . , xn−1)→ . . . (20.2)

Proof. Let e1, . . . , en be the basis of Rn. Then Rne1,...,en = Rn−1
e1,...,en−1

⊕ Ren ,
and

Kk(x1, . . . , xn) = ΛkRn ' ΛkRn−1⊕Λk−1Rn−1 = Kk−1(x1, . . . , xn−1)⊕Kk(x1, . . . , xn−1)

More precisely, ei1 ∧ . . . ∧ eik ∈ ΛkRn−1 is mapped to ei1 ∧ . . . ∧ eik ∈
ΛkRn, while ei1 ∧ . . . ∧ eik−1

∈ Λk−1Rn−1 goes to en ∧ ei1 ∧ . . . ∧ eik−1
∈

ΛkRn. Under this identification the Koszul differential in K(x1, . . . , xn),
i.e. exterior multiplication with x1e1 + . . .+ xnen, has a block matrix[

d 0
−α d

]
,

where d is the Koszul differential in K(x1, . . . , xn−1), i.e. exterior multipli-
cation with x1e1 + . . . + xn−1en−1. This agrees with the differential (19.2)
of the mapping cone (shifted by−1). The long exact sequence follows from
Lemma 19.3. �

This exact sequence is all we need to understand cohomology of the
Koszul complex.

20.3. LEMMA. If x1, . . . , xn is a regular sequence then H iK(x1, . . . , xn) = 0 for
i < n.

Proof. By induction, we have H iK(x1, . . . , xn−1) = 0 for i < n − 1. By
(20.2), this implies that H iK(x1, . . . , xn) = 0 for i < n− 1. Also, we see that
Hn−1K(x1, . . . , xn) is isomorphic to the kernel of the map

Hn−1K(x1, . . . , xn−1) −xn−→Hn−1K(x1, . . . , xn−1),

but this can be identified with

R/(x1, . . . , xn−1) −xn−→R/(x1, . . . , xn−1).

Since xn is not a zero-divisor modulo (x1, . . . , xn−1), the latter map is injec-
tive. �

20.4. LEMMA. Assume R is local Noetherian and x1, . . . , xn belong to the maxi-
mal ideal. If HkK(x1, . . . , xn) = 0 then HjK(x1, . . . , xn) = 0 for j < k.
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Proof. By (20.2), we have a surjection

Hk−1K(x1, . . . , xn−1) −xn−→Hk−1K(x1, . . . , xn−1),

i.e.Hk−1K(x1, . . . , xn−1) = xnH
k−1K(x1, . . . , xn−1). By Nakayama’s lemma,

this impliesHk−1K(x1, . . . , xn−1) = 0. Induction on n givesHjK(x1, . . . , xn−1) =
0 for any j < k. A final application of (20.2) gives HjK(x1, . . . , xn) = 0 for
j < k. �

Proof of Theorem 18.15. It remains to show that if Hn−1K(x1, . . . , xn) = 0
then x1, . . . , xn is a regular sequence (assuming R is Noetherian). As in the
previous proof, we getHn−2K(x1, . . . , xn−1) = 0. By induction this implies
that x1, . . . , xn−1 is a regular sequence. Finally, consider the following part
of (20.2):

0→ Hn−1K(x1, . . . , xn−1) −xn−→Hn−1K(x1, . . . , xn−1),

which can be identified with

0→ R/(x1, . . . , xn−1) −xn−→R/(x1, . . . , xn−1).

This shows that xn is not a zero-divisor modulo (x1, . . . , xn−1). �

The proof of Theorem 18.10 is finished in the exercises.

§21. DERIVED FUNCTORS. FEB 24.

Let F : A → B be a functor between Abelian categories. If you are un-
comfortable with Abelian categories, just take A = R-mod, B = S-mod.

We assume that F is additive, i.e. Hom(X,Y ) F−→Hom(FX,FY ) is a homo-
morphism of Abelian groups for any objectsX,Y ofA. We will also assume
that F is left- or right-exact. If F is left-exact, we will construct its right de-
rived functors RnF , n ≥ 0. If F is right-exact, we will construct its left de-
rived functors LnF , n ≥ 0. Construction of derived functors requires that
we fix an injective (or projective) resolution for each object A ∈ A. Namely,
if F is covariant and left-exact (or contravariant and right-exact), we will
need injective resolutions. Otherwise, we will need projective resolutions.
In particular, A should have enough injective (or projective) objects.

21.1. LEMMA–DEFINITION. Take an object A ∈ Ob(A).
Suppose F is left-exact and covariant. Take an injective resolution of A,

0 → A → I0 → I1 → . . ., truncate, and apply F : F(I0) → F(I1) → . . ..
Then RnF(A) is the n-th cohomology of this complex.

Suppose F is right-exact and covariant. Take a projective resolution of A,
. . . → P1 → P0 → A → 0, truncate, and apply F : . . . → F(P1) → F(P0).
Then LnF(A) is the n-th homology of this complex.

Suppose F is left-exact and contravariant. Take a projective resolution of A,
. . . → P1 → P0 → A → 0, truncate, and apply F : F(P0) → F(P1) → . . ..
Then RnF(A) is the n-th cohomology of this complex.

Suppose F is right-exact and contravariant. Take an injective resolution of A,
0 → A → I0 → I1 . . ., truncate, and apply F : . . . → F(I1) → F(I0). Then
LnF(A) is the n-th homology of this complex.

For any morphism f : A→ B, we defineRn(f) : Rn(A)→ Rn(B) (resp.Ln(f) :
Ln(A) → Ln(B)) as follows: as in the proof of Theorem 12.6, we can find a
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(co)chain map from the resolution of A to the resolution of B, and any two such
maps are homotopically equivalent. Applying the functorF gives a map of (co)chain
complexes used to compute Rn(A) and Rn(B) (resp. Ln(A) and Ln(B)).
Descent to (co)homology gives a map Rn(f) : Rn(A) → Rn(B) (resp. Ln(f) :
Ln(A)→ Ln(B)) which does not depend on any choices.

21.2. NOTATION. We will discuss some general properties of derived func-
tors. The four cases considered above are treated in the same way, so until
the rest of this section I am going to assume that

F is covariant and right exact.

unless specified otherwise.

Note that our definition of LnF(A) depends on the choice of a projective
resolution P• ofA, which we fixed. In practice, we may want to use another
resolution P ′•. As in the Lemma-Definition, P• and P ′• are homotopy equiv-
alent. Indeed, we have chain maps P• → P ′• and P ′• → P• and any two such
maps are homotopy equivalent. In particular, compositions P• → P ′• → P•
and P ′• → P• → P ′• are homotopy equivalent to identity maps. Applying F
to all maps above gives canonical (i.e. independent on any choices above )
homotopy equivalence of complexes F(P•) and F(P ′•). In particular, there
exists a canonical isomorphism

Hn(F(P•)) ' Hn(F(P ′•)). (21.3)

In practice, this implies that very little depends on the choice of a projective
resolution.

21.4. LEMMA. L0F ' F . (If F is left-exact then R0F ' F .)

Proof. By definition, L0F(A) is the cokernel of the map F(P1) → F(P0).
But we have an exact sequence P1 → P0 → A → 0, so by right-exactness
of F , we have L0F(A) ' F(A). A morphism A → B induces a commuta-
tive diagram

P1 −−−−→ P0 −−−−→ A −−−−→ 0y y y
Q1 −−−−→ Q0 −−−−→ B −−−−→ 0

(unique up to homotopy). Applying F to it shows (after a little diagram
chasing) that we have a commutative square

L0F(A) −−−−→ F(A)y y
L0F(B) −−−−→ F(B)

So in fact we have a natural isomorphism from L0F to F . �

This is simple but often useful:

21.5. LEMMA. If A is projective then LnF(A) = 0 for n > 0.

Proof. A projective resolution is . . .→ 0→ 0→ 0→ A→ A→ 0. �
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§22. δ-FUNCTORS. FEB 27.

The most important fact about derived functors is how they operate on
short exact sequences. An abstract framework was introduced by Grothendieck:

22.1. DEFINITION. Let A, B be abelian categories. A homological (covariant)
δ-functor is a sequence of additive functors Tn : A → B along with a mor-
phism δ : Tn(A′′)→ Tn−1(A′) for each short exact sequence

0→ A′ → A→ A′′ → 0

such that the following two axioms are satisfied.
• For each short exact sequence as above, we have an induced long

exact sequence

. . .→ Tn(A′)→ Tn(A)→ Tn(A′′) δ−→Tn−1(A′)→ Tn−1(A)→ . . .

• This sequence is natural in the following sense: for each commuta-
tive diagram

0 −−−−→ A′ −−−−→ A −−−−→ A′′ −−−−→ 0y y y
0 −−−−→ B′ −−−−→ B −−−−→ B′′ −−−−→ 0

(22.2)

with exact rows, the induced diagram

. . . −−−−→ Tn(A′) −−−−→ Tn(A) −−−−→ Tn(A′′) δ−−−−→ Tn−1(A′) −−−−→ Tn−1(A) −−−−→ . . .y y y y y

. . . −−−−→ Tn(B′) −−−−→ Tn(B) −−−−→ Tn(B′′) δ−−−−→ Tn−1(B′) −−−−→ Tn−1(B) −−−−→ . . .

is also commutative. Of course only commutativity of squares with
δ’s does not immediately follow from functoriality.

A cohomological δ-functor is defined similarly (δ will be a morphism Tn(A′′)→
Tn+1(A′)). One can also define contravariant δ-functors in an obvious way.

The main example is homology of a chain complex. More precisely, let
Kom≥0(A) be the category of chain complexes of elements of an abelian
categoryA concentrated in non-negative degrees. We have homology func-
tors

Hn : Kom≥0(A)→ A, n ≥ 0.

22.3. LEMMA. Hn is a homological δ-functor.

Proof. We have to show that the connecting homomorphism δ is natural
on short exact sequences. So consider a commutative diagram of maps of
complexes with exact rows.

0 −−−−→ A′•
α′−−−−→ A•

α′′−−−−→ A′′• −−−−→ 0

f ′
y yf yf ′′

0 −−−−→ B′•
β′−−−−→ B•

β′′−−−−→ B′′• −−−−→ 0
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We have to show that the diagram

Hn(A′′) δ−−−−→ Hn−1(A′)

f ′′
y yf ′

Hn(B′′) δ−−−−→ Hn−1(B′)

(22.4)

Take a class [a′′] in Hn(A′′) represented by a′′ ∈ A′′n with ∂a′′ = 0. Then
a′′ = α′′(a) for some a ∈ An. We can find a′ ∈ An−1 such that α′(a′) = a.
Recall that δ([a′′]) = [a′]. And so f ′(δ([a′′])) = [f ′(a′)]. On the other hand,
let b′′ = f ′′(a′′), b = f(a), and b′ = f ′(a′). Then ∂b′′ = 0, b′′ = β′′(b), β′(b′) =
b by commutativity of the diagram of complexes. Therefore δ[b′′] = [b′]. So
the diagram (22.4) is commutative. �

Now the main result:

22.5. THEOREM. LetF be a covariant right-exact functor (other cases are similar).
Then left derived functors LnF form a homological δ-functor.

Proof. For each short exact sequence

0→ A′ → A→ A′′ → 0

we have to construct a connecting homomorphismLnF(A′′) δ−→Ln−1F(A′),
show that they fit into a long exact sequence

. . .→ LnF(A′)→ LnF(A)→ LnF(A′′) δ−→Ln−1F(A′)→ Ln−1F(A)→ . . . ,
(22.6)

and check naturality of δ on commutative diagrams (22.2).
Chosen projective resolutions for A′ and A′′ fit into a “horse-shoe dia-

gram”

0 0 0y y y
. . . −−−−→ P ′1 −−−−→ P ′0 −−−−→ A′ −−−−→ 0y

A −−−−→ 0y
. . . −−−−→ P ′′1 −−−−→ P ′′0 −−−−→ A′′ −−−−→ 0y y y

0 0 0
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22.7. CLAIM. We can extend this (not uniquely) to a commutative diagram
0 0 0y y y

. . . −−−−→ P ′1
∂′1−−−−→ P ′0

∂′0−−−−→ A′ −−−−→ 0y y y
. . . −−−−→ P ′1 ⊕ P ′′1

∂1−−−−→ P ′0 ⊕ P ′′0
∂0−−−−→ A −−−−→ 0y y y

. . . −−−−→ P ′′1
∂′′0−−−−→ P ′′0

∂′′0−−−−→ A′′ −−−−→ 0y y y
0 0 0

where the vertical arrows are obvious inclusions/projections and the middle row is
a projective resolution.

Proof of the Claim. Commutativity of squares on the right implies that ∂0|P ′0 =

∂′0 and ∂0|P ′′0 should be equal to the lift of the map P ′′0
∂′′0−→A′′ to A, which

exists by projectivity of P ′′0 . A diagram chase shows that ∂0 is surjective.
Commutativity of the remaining squares can be expressed by writing ∂n,
n ≥ 1, as a block matrix [

∂′n λn
0 ∂′′n

]
It remains to choose λn inductively such that the middle row of the horse-
shoe diagram is exact. This is left as a homework exercise. �

Next we truncate the horse-shoe diagram and apply F to it:
0 0y y

. . . −−−−→ F(P ′1) −−−−→ F(P ′0)y y

. . . −−−−→ F(P ′1)⊕F(P ′′1 ) −−−−→ F(P ′0)⊕F(P ′′0 )y y

. . . −−−−→ F(P ′′1 ) −−−−→ F(P ′′0 )y y
0 0

Here we use a homework exercise that additive functors commute with
direct sums. So columns stay exact, i.e. we have a short exact sequence of
complexes

0→ F(P ′•)→ F(P•)→ F(P ′′• )→ 0,
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where P• is the middle projective resolution that we have constructed. This
induces a long exact sequence in homology

. . .→ LnF(A′)→ Hn(F(P•))→ LnF(A′′) δ−→Ln−1F(A′)→ Hn−1(F(P•))→ . . . ,

where we write Hn(F(P•)) instead of LnF(A) because P• could be differ-
ent from a “chosen” projective resolution of A. However, natural isomor-
phisms (21.3) allow us to construct (22.6). Notice, however, that at this
point it is not clear that δ is canonical and does not depend on the con-
struction of P•. This will follow from our proof of naturality. So consider a
commutative diagram with exact rows

0 −−−−→ A′ −−−−→ A −−−−→ A′′ −−−−→ 0

f ′
y f

y f ′′
y

0 −−−−→ B′ −−−−→ B −−−−→ B′′ −−−−→ 0
Applying our “horseshoe” construction and lifting maps f , f ′ to maps of
projective resolutions gives a commutative diagram of projective resolu-
tions.

0 −−−−→ P ′• −−−−→ P• −−−−→ P ′′• −−−−→ 0

F ′
y F ′′

y
0 −−−−→ Q′• −−−−→ Q• −−−−→ Q′′• −−−−→ 0

(22.8)

22.9. CLAIM. There exists a chain map F : P• → Q• lifting f that makes (22.8)
into a commutative diagram.

Given the claim, let’s finish the proof of the theorem. As above, applying
the functor F gives a commutative diagram of chain complexes with exact
rows

0 −−−−→ F(P ′•) −−−−→ F(P•) −−−−→ F(P ′′• ) −−−−→ 0

F(F ′)

y F(F )

y F(F ′′)

y
0 −−−−→ F(Q′•) −−−−→ F(Q•) −−−−→ F(Q′′•) −−−−→ 0

Now applying Lemma 22.3 gives a required commutative diagram

. . . −−−−→ LnF(A′) −−−−→ LnF(A) −−−−→ LnF(A′′) δ−−−−→ Ln−1F(A′) −−−−→ Ln−1F(A) −−−−→ . . .y y y y y

. . . −−−−→ LnF(B′) −−−−→ LnF(B) −−−−→ LnF(B′′) δ−−−−→ Ln−1F(B′) −−−−→ Ln−1F(B) −−−−→ . . .

To show that δ is independent on various choices, we use a trick: suppose
we have two different short exact sequences of projective resolutions

0→ P ′• → P• → P ′′• → 0 and 0→ P ′• → P̃• → P ′′• → 0

over a short exact sequence 0→ A′ → A→ A′′ → 0. Applying the Claim to
the diagram

0 −−−−→ P ′• −−−−→ P• −−−−→ P ′′• −−−−→ 0

IdP ′
y IdP ′′

y
0 −−−−→ P ′• −−−−→ P̃• −−−−→ Q′′• −−−−→ 0
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and applying Lemma 22.3 gives a commutative diagram

. . . −−−−→ LnF(A′) −−−−→ LnF(A) −−−−→ LnF(A′′) δ−−−−→ Ln−1F(A′) −−−−→ Ln−1F(A) −−−−→ . . .

=

y =

y =

y =

y =

y
. . . −−−−→ LnF(A′) −−−−→ LnF(A) −−−−→ LnF(A′′) δ̃−−−−→ Ln−1F(A′) −−−−→ Ln−1F(A) −−−−→ . . .

So δ = δ̃. It remains to prove the claim. �

Proof of the Claim. To keep (22.8) commutative, F should be given by a block
matrix

F =
[
F ′n γn
0 F ′′n

]
Recall that differentials in P and Q are also given by block matrices

∂Pn =
[
∂′n λn
0 ∂′′n

]
and ∂Qn =

[
∂′n µn
0 ∂′′n

]
(we do not distinguish notationally differentials in P ′ and Q′ (resp. P ′′ and
Q′′). We leave it as a homework exercise to construct γ0 so that F lifts f .
The remaining condition is that

∂QF = F∂P .

This can be written as follows:

∂′nγn + µnF
′′
n = F ′n−1λn + γn−1∂

′′
n.

We are going to show this by induction. The base case n = 0 is left as an
exercise. We do the inductive step, i.e. construct γn+1 so that

∂′n+1γn+1 = gn+1 := −µn+1F
′′
n+1 + F ′nλn+1 + γn∂

′′
n+1.

By projectivity, of P ′′n+1, to construct γn+1 it is enough to show that

Im(gn+1) ⊂ Im(∂′n+1) = Ker(∂n).

So it suffices to prove that ∂′ngn+1 = 0. We compute

−∂′nµn+1F
′′
n+1 + ∂′nF

′
nλn+1 + ∂′nγn∂

′′
n+1 =

−∂′nµn+1F
′′
n+1 + ∂′nF

′
nλn+1 + (−µnF ′′n + F ′n−1λn + γn−1∂

′′
n)∂′′n+1 =

−∂′nµn+1F
′′
n+1 + ∂′nF

′
nλn+1 − µnF ′′n∂′′n+1 + F ′n−1λn∂

′′
n+1 =

−∂′nµn+1F
′′
n+1 + F ′n−1∂

′
nλn+1 − µn∂′′n+1F

′′
n+1 + F ′n−1λn∂

′′
n+1 =

−(∂′nµn+1 + µn∂
′′
n+1)F ′′n+1 + F ′n−1(∂′nλn+1 + λn∂

′′
n+1) = 0

because [
∂′n µn
0 ∂′′n

] [
∂′n+1 µn+1

0 ∂′′n+1

]
=
[
∂′n λn
0 ∂′′n

] [
∂′n+1 λn+1

0 ∂′′n+1

]
= 0

QED �



34 MATH 797 – HOMOLOGICAL METHODS

§23. Tor. FEB 29.

We fix anR-moduleB and consider a right exact functorR-mod
•⊗RB−→ R-mod.

Its left-derived functors are called Tor-functors:

TorRn (•, B) = Ln(• ⊗R B).

Concretely, using a fixed projective resolution

. . .→ P1 → P0 → A→ 0,

TorRn (A,B) is the n-th homology group of the complex

. . .→ P1 ⊗R B → P0 ⊗R B.

23.1. EXAMPLE. Let R = k[x, y], A = R/(x), B = R/(y). Using Koszul
resolution

. . .→ 0→ R
x−→R→ A→ 0,

TorRn (A,B) is the n-th homology group of the complex

. . .→ 0→ R⊗R B
x⊗Id−→ R⊗R B,

i.e.

. . .→ 0→ B
x−→B.

So Tor0(A,B) = R/(x, y) ' k and Tor1(A,B) = 0.

As with any right-exact functor, TorR0 (A,B) ' A⊗R B.
Applying Theorem 22.5 gives a long exact sequence

. . .→ TorRn (A,B)→ TorRn (A′′, B) δ−→TorRn−1(A′, B)→ TorRn−1(A,B)→ . . .

for each short exact sequence

0→ A′ → A→ A′′ → 0

We can also study dependence of Tor on the second argument:

23.2. LEMMA. An exact sequence 0 → B′ → B → B′′ → 0 induces an exact
sequence

. . .→ Tori(A,B′)→ Tori(A,B)→ Tori(A,B′′)→ Tori−1(A,B′)→ . . .
(23.3)

Proof. A projective resolution

. . .→ P2 → P1 → P0 → A→ 0
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induces a commutative diagram

0 0 0y y y
. . . −−−−→ P2 ⊗B′ −−−−→ P1 ⊗B′ −−−−→ P0 ⊗B′y y y
. . . −−−−→ P2 ⊗B −−−−→ P1 ⊗B −−−−→ P0 ⊗By y y
. . . −−−−→ P2 ⊗B′′ −−−−→ P1 ⊗B′′ −−−−→ P0 ⊗B′′y y y

0 0 0
Since projective modules are flat (a homework exercise), columns of this
diagram are exact, i.e. we have a short exact diagram of chain complexes

0→ P• ⊗B′ → P• ⊗B → P• ⊗B′′ → 0

The long exact sequence in homology gives (23.3). �

§24. Ext.

We fix an R-module B and consider a left exact contravariant functor
R-mod

HomR(•,B)−→ R-mod. Its right-derived functors are called Ext-functors:

ExtnR(•, B) = Rn(HomR(•, B)).

Concretely, using a fixed projective resolution

. . .→ P1 → P0 → A→ 0,

ExtnR(A,B) is the n-th cohomology group of the complex

HomR(P0, B)→ HomR(P1, B)→ . . .

As with any left-exact functor, Ext0
R(A,B) ' HomR(A,B).

Since Extn(•, B) is a cohomological contravariant δ-functor, Theorem 22.5
gives a long exact sequence

. . .→ ExtnR(A,B)→ ExtnR(A′, B) δ−→Extn+1
R (A′′, B)→ Extn+1

R (A,B)→ . . .

for each short exact sequence

0→ A′ → A→ A′′ → 0

We can also study dependence of Ext on the second argument:

24.1. LEMMA. An exact sequence 0 → B′ → B → B′′ → 0 induces an exact
sequence

. . .→ Exti(A,B′)→ Exti(A,B)→ Exti(A,B′′)→ Exti+1(A,B′)→ . . .

Proof. Analogous to Lemma 23.2. �
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24.2. REMARK. We defined Tor and Ext only in the category R-mod, which
makes sense for Tor because the tensor product is not part of the set-up
of an abelian category. However, Hom(•, B) is a well-defined left-exact
functor A → Ab for any Abelian category A. In particular, we can define
Extn(A,B) in any abelian category, as soon as we have enough projectives.

§25. Ext1 AND EXTENSIONS. MAR 2.

25.1. THEOREM. Fix R-modules A and B (or more generally objects of an abelian
category with enough projectives). There is a bijection (described in the proof)
between elements of Ext1(A,B) and isomorphism classes of extensions, i.e. short
exact sequences

0→ B → X → A→ 0, (25.2)
where two extensions X , X ′ are viewed as isomorphic if there exists an isomor-
phism X → X ′ which restricts to identity on B and induces an identity on A.
Under this bijection 0 ∈ Ext1(A,B) corresponds to the split extension

0→ B → B ⊕A→ A→ 0,

For example, Ext1
Z(Z2,Z3) = 0 because there exists only the split exten-

sion. On the other hand, Ext1
Z(Z2,Z2) = Z2, because there exists a unique

non-split extension 0→ Z2 → Z4 → Z2 → 0.

Proof. The proof is quite constructive. Given an extension (25.2), consider
the following segment of the long exact sequence of Ext:

Hom(X,B)→ Hom(B,B) δ−→Ext1(A,B)

We let e = δ(IdB) to be the class of the extension. Notice that e = 0 if and
only if the injection B ↪→ X has a section X → B, i.e. when (25.2).

In an opposite direction, we start with e ∈ Ext1(A,B). Fix an exact se-
quence

0→M
j−→P → A→ 0

with P projective. Consider the following segment of the long exact se-
quence of Ext:

Hom(P,B)→ Hom(M,B) δ−→Ext1(A,B)→ Ext1(P,B) = 0

because P is projective. This implies that there exists β ∈ Hom(M,B) such
that δ(β) = e. Using β, we construct an extension using the commutative
diagram

0 −−−−→ M
j−−−−→ P −−−−→ A −−−−→ 0

β

y y =

y
0 −−−−→ B −−−−→ X −−−−→ A −−−−→ 0

(25.3)

called the push-out. Here

X = B ⊕ P/(β(m),−j(m))m∈M
Maps B → X and P → X are induced by inclusions into the direct sum.
The map X → A is induced by the map P → A. We checked that ev-
erything is well-defined and commutative. Noticed that β is not defined
canonically, but if β and β′ both lift e ∈ Ext1(A,B) then β′ − β = ρ ◦ j for
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some ρ ∈ Hom(P,B). Extensions X and X ′ are going to be isomorphic.
Indeed an isomorphism B ⊕ P → B ⊕ P with matrix[

IdB −ρ
0 IdP

]
takes a subgroup generated by vectors[

β(m)
−j(m)

]
to a subgroup generated by vectors[

β′(m)
−j(m)

]
So we have well-defined maps from the set of extensions to Ext1 and vice
versa.

Start with e ∈ Ext1(A,B), produce an extension. Applying naturality of
σ to the diagram (25.3) gives a commutative diagram

Hom(B,B) δ−−−−→ Ext1(A,B)

β

y =

y
Hom(M,B) δ−−−−→ Ext1(A,B)

So δ(IdB) = δ(β) = e.
Now start with an extension (25.2) and take e = δ(Id(B)). By projectivity

of P , there exists a commutative diagram

0 −−−−→ M
j−−−−→ P −−−−→ A −−−−→ 0

β

y τ

y =

y
0 −−−−→ B

i−−−−→ X −−−−→ A −−−−→ 0
We only have to show that in this case X is isomorphic to a push-out. In-
deed, τ and i give a map B⊕P → X . Chasing the diagram shows that this

map is surjective and that its kernel is given by vectors
[
β(m)
−j(m)

]
. �

§26. SPECTRAL SEQUENCE. MAR 5

26.1. DEFINITION. A spectral sequence {Er, dr}, r ≥ 0, is a sequence of bi-
graded objects

Er = ⊕p,q≥0E
p,q
r

of an abelian category together with differentials

dr : Ep,qr → Ep+r,q−r+1
r

such that
• d2

r = 0.
• Er+1 is a homology of (Er, dr), i.e. Er+1 = Ker dr/ Im dr.
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In practice we almost always have dr = dr+1 = . . . = 0 for r ≥ r0, and
therefore Er ' Er+1 ' . . . (canonical isomorphism). In this case we de-
fine E∞ = ⊕p,q≥0E

p,q
∞ to be this common bigraded object and say that the

spectral sequence abuts to E∞.

Pictures of pages of a spectral sequence E0 has differentials upward, E1

has differentials going to the right, differentials in E2 follow the “knight
move” (two squares to the right and one square down).

§27. SPECTRAL SEQUENCE OF A FILTERED COMPLEX. MAR 7.

Let (Kq, d) be a cochain complex of elements of an abelian category such
that Kq = 0 for q < 0. We fix a decreasing filtration

K• = F 0K• ⊃ F 1K• ⊃ F 2K• ⊃ . . .
by subcomplexes. We make a finiteness assumption: for any n there exists p0

such that F pKn=0 for p ≥ p0. Subquotients of the filtration

GrpK• = F pK•/F p+1K•

are also complexes (with induced differentials). Inclusions F pK• ↪→ K•

induce maps of cohomology

ipn : Hn(F pK•)→ Hn(K•)

This gives a filtration

Hn(K•) = F 0Hn(K•) ⊃ F 1Hn(K•) ⊃ F 2Hn(K•) ⊃ . . . ,
where

F pHn = Im ipn.

We denote the subquotients by

GrpHn = F pHn/F p+1Hn.

27.1. THEOREM. There exists a spectral sequence {Er, dr} with

Ep,q0 = GrpKp+q, d0 induced by d;

Ep,q1 = Hp+q(GrpK•),
d1 is the connecting homomorphism in the long exact sequence associated with a
short exact sequence of complexes

0→ F p+1Kp+•/F p+2Kp+• → F pKp+•/F p+2Kp+• → F pKp+•/F p+1Kp+• → 0

This spectral sequence “abuts” to H(K•) in the following sense: for any p and q,
we have an eventual stabilization Epqr = Epqr+1 = . . . =: Epq∞ and

Epq∞ = Grp(Hp+q(K)).

Proof. We followed closely exposition in Voisin’s Hodge Theory and Complex
Algebraic Geometry, page 201. �

27.2. EXAMPLE. A two-term filtration K = F 0K ⊃ F 1K = K ′ is equivalent
to a short exact sequence of complexes

0→ K ′ → K → K ′′ → 0.

We checked in class that in this case the spectral sequence is equivalent to
the long exact sequence in cohomology.
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§28. SPECTRAL SEQUENCE OF A DOUBLE COMPLEX. MAR 9.

Consider a double complex Kp,q, p, q ≥ 0 with a horizontal differential
d′ and a vertical differential d′′. We denote by Kn the total complex Kn =
⊕p+q=nKp,q with differential d = d′ + d′′. It has a “horizontal filtration”
defined by

F pKn =
⊕
p′+q=n
p′≥p

Kp′,q.

Let’s work out the spectral sequence. Since F pKp+q/F p+1Kp+q = Kp,q and
d′(F pK) ⊂ F p+1K, we have

Ep,q0 = Kp,q, d0 = d′′

and
Ep,q1 = Hp,q

d′′ .

To figure out d1, consider a short exact sequence

0→ F p+1Kp+•/F p+2Kp+• → F pKp+•/F p+2Kp+• → F pKp+•/F p+1Kp+• → 0

The complex in the middle is the sum of two columns of the double com-
plex, the left complex is the inclusion of the left column, and the right com-
plex is a projection onto the left column. To compute d1, we compute the
connecting homomorphism by chasing the diagram: take [α] ∈ Hp,q

d′′ . α as
an element of Kp,q, and we can lift it to the element of the complex in the
middle by adding 0 in degree (p+ 1, q− 1). Then d(α) = d′(α) ∈ Kp+1,q. So
δ([α]) = [d′(α)], i.e. d1 is induced by d′:

Ep,q1 = (Hp,q
d′′ , d

′).

By Theorem 27.1, the spectral sequence abuts to the cohomology of the total
complex in the following sense: Hn(K•) has a filtration Hn = F 0Hn ⊃
F 1Hn ⊃ . . . ⊃ HnFn such that subsequent quotients are located on the
n-th anti-diagonal of Ep,q∞ starting with a square on the top.

Notice that the double complex has another, “vertical” filtration with

F qKn =
⊕
p+q′=n
q′≥q

Kp,q′ .

In the corresponding spectral sequence d0 is the horizontal differential d′

and d1 is induced by the vertical differential d′′ (in particular notice that
to make these differentials conform to the standard recipe of the spectral
sequence, one has to reflect the first quadrant with respect to the diago-
nal. This spectral sequence also abuts to Hn(K), although the filtration on
Hn(K) will be different.

§29. Ext AND Tor DEFINED USING THE SECOND ARGUMENT

Recall that Extn(M,N) was defined as a right derived functor of a left-
exact contravariant functor Hom(•, N). We can also consider a right de-
rived functor Êxt

n
(M, •) of a left-exact covariant functor Hom(M, •).

29.1. LEMMA. Extn(M,N) is isomorphic to Êxt
n
(M,N)
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Proof. To define Extn(M,N) we need a projective resolution

. . .→ P1 → P0 →M,

and to define Êxt
n
(M,N) we need an injective resolution

N → I0 → I1 → . . . .

We can relate them by a commutative diagram
. . . . . . . . .x x x

Hom(M, I1) −−−−→ Hom(P0, I1) −−−−→ Hom(P1, I1) −−−−→ . . .x x x
Hom(M, I0) −−−−→ Hom(P0, I0) −−−−→ Hom(P1, I0) −−−−→ . . .x x x
Hom(M,N) −−−−→ Hom(P0, N) −−−−→ Hom(P1, N) −−−−→ . . .

To convert it into a double complex, simply change sign of all vertical
differentials in odd columns. Finally, let’s remove the lower-left corner
Hom(M,N) from the double complex and compute cohomology of the to-
tal complex using the spectral sequence. Using the “horizontal” spectral
sequence, the E1 page is

Êxt
2
(M,N) −−−−→ . . . . . .

Êxt
1
(M,N) −−−−→ 0 −−−−→ 0 −−−−→ . . .

Êxt
0
(M,N) −−−−→ 0 −−−−→ 0 −−−−→ . . .

0 −−−−→ 0 −−−−→ 0 −−−−→ . . .

In the “vertical” spectral sequence, the E1 page is
. . . . . . . . .x x x
0 0 0 . . .x x x
0 0 0 . . .x x x
0 Ext0(M,N)Ext1(M,N). . .

So both spectral sequences degenerate inE1 term and therefore Extn(M,N)
is isomorphic to Êxt

n
(M,N) since both are isomorphic to the (n + 1)-st

cohomology of the total complex. �
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Analogously we can show that

29.2. LEMMA. TorRn (M,N) computed as a left derived functor of • ⊗R N is iso-
morphic to T̂or

R
n (M,N) computed as a left derived functor of M ⊗R •

This has an interesting corollary:

29.3. PROPOSITION. TorRn (M,N) is isomorphic to TorRn (N,M).

Proof. Choose a projective resolution . . . → P2 → P1 → P0 → M . Then
TorRn (M,N) is isomorphic to the n-th homology of the complex

. . .→ P2 ⊗N → P1 ⊗N → P0 ⊗N,
which is isomorphic to

. . .→ N ⊗ P2 → N ⊗ P1 → N ⊗ P0.

But the cohomology of this complex is isomorphic to T̂or
R
n (N,M), which in

turn is isomorphic to TorRn (N,M). �

§30. FIBER BUNDLES. MAR 12

30.1. DEFINITION. A continuous map π : E → B of topological spaces is
called a fiber bundle with fiber F (or a locally trivial fibration) if any point of
B is contained in a neighborhood U such that there exists a commutative
diagram of continuous maps

π−1(U) ' U × F

π

y ypr1
U = U

U is called a trivializing neighborhood.

We are going to focus on the case when F,E,B are smooth manifolds
and all maps are smooth maps. We will always assume thatB is connected.

In practice, one can often check that π : E → B is a fiber bundle by using
the following theorem, which we will assume without proof.

30.2. THEOREM (Ehresmann). Let π : E → B be a submersive (i.e. the differen-
tial is surjective at any point) and proper (i.e. all fibers are compact) smooth map
of manifolds. Suppose B is connected. Then π is a fiber bundle.

§31. HOMOTOPY GROUPS.

A discussion of fiber bundles will be incomplete without mentioning the
long exact sequence of homotopy groups. Let π : E → B be a fiber bundle
with fiber F . Choose a point pt in one of the fibers F . This also fixes a point
in B and a point in E. Then one has the following exact sequence:

. . .→ π2(F )→ π2(E)→ π2(B)→ π1(F )→ π1(E)→ π1(B)→ π0(F )→ π0(E)→ π0(B)
(31.1)

Here π0(X) is the set of connected components of X , π1(X) is its funda-
mental group, and πk(X), k ≥ 2 are its higher homotopy groups. Recall
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that πk(X) is the set of homotopy classes of maps Sk → X that send a
North Pole into the fixed point pt ∈ X . This gives covariant functors

πk : PointedTopologicalSpaces→ Sets.

In fact, πk(X) is a group for k ≥ 1. To see this, notice that we can iden-
tify πk(X) is the set of homotopy classes of maps [0, 1]k → X that send
the boundary of the cube to the fixed point. Group operation is defined by
stacking two cubes on top of each other and then shrinking the box verti-
cally until we get a cube. The inverse in πk is defined by flipping a cube
with respect to the last coordinate. The following homotopy shows that
πk(X) is in fact Abelian for k ≥ 2:

As an example, let’s explore obvious homotopy groups of spheres:

πk(Sn) = 0 if k < n,

πn(S1) = 0 if n > 1, (31.2)
πn(Sn) ' Z.

For the first formula, notice that any continuous map Sk → Sn is homo-
topy equivalent to a smooth map. If k < n then this map can not be onto by
Sard’s theorem. So the map Sk → Sn factors through some disk Dn ⊂ Sn.
But the disk is contractible. so the map is homotopy equivalent to a map to
a point. In particular, Sn is simply-connected for n > 1.

For the second formula, notice that the universal cover of S1 is R, and
since Sn is simply-connected, any map Sn → §1 lifts to a map Sn → R.
The latter is contractible, so this map is homotopy equivalent to a map to a
point.

The third formula is the least obvious. A continuous map f : Sn → Sn

induces a map Z ' Hn(Sn,Z)
f∗−→Hn(Sn,Z) ' Z. As any homomorphism

Z → Z, this map should be a multiplication by d ∈ Z, called degree of f .
This gives a homomorphism deg : πn(Sn) → Z. One can show that this
map is an isomorphism.

Going back to the long exact sequence, the last three terms in (31.1) are
sets, not groups. However, they are pointed sets (a connected component of
the fixed point pt is distinguished). So we can define the kernel of each map
as the set of elements that map to a distinguished element. So we can make
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sense of exactness of (31.1) even at the last three terms. All maps in (31.1)
are defined by functoriality of πk except for connecting homomorphisms

δ : πk(B)→ πk−1(F ).

Those are defined as follows. Take an element [f ] ∈ πk(B) thought of a ho-
motopy class of a map f : [0, 1]k → B that sends the boundary of the cube
to the distinguished point. One can prove that there exists a (unique up to
homotopy) map g : [0, 1]k → E that maps one of the points in ∂[0, 1]k to the
distinguished point of E and such that π ◦ g = f . Notice that the boundary
of the cube ∂[0, 1]k is mapped to F . In general it is no longer mapped to
a point. But ∂[0, 1]k is homeomorphic to Sk−1, so this construction gives a
well-defined class δ([f ]) ∈ πk−1(F ).

§32. EXAMPLE: A HOPF FIBRATION

Here is a nice example that can be generalized in many ways.
A Hopf bundle S3 → S2 with fiber S1 is defined as follows. We have

S3 = {z1, z2 ∈ C | |z1|2 + |z2|2 = 1}.

S1 = {eiθ | θ ∈ R} acts on S3 by multiplying z1, z2 by eiθ. The set of orbits
can be identified with a Riemann sphere S2 = CP1. The map

π : S3 → S2, π(z1, z2) = [z1 : z2]

is a fiber bundle. Explicitly, CP1 is covered by two charts, U = {[z : 1]} ' C
and U ′ = [1 : z′] ' C. We have

π−1(U) =

{
zeiθ√
1 + |z|2

,
eiθ√

1 + |z|2

}
' U × S1,

and the case of U ′ is similar.
What can be extracted from (31.1)? Using (31.2) we deduce that

πn(S3) ' πn(S2), n ≥ 3,

and in particular π3(S2) ' π3(S3) ' Z. It follows that the generator in
π3(S2) is given by the Hopf map S3 → S2. Notice that groups πn(S2) for
n > 3 are not known in general, although a great deal of information is
available, for example these groups are always finite.

§33. LERAY SPECTRAL SEQUENCE FOR DE RHAM COHOMOLOGY. MAR 14.

We fix a fiber bundle π : E → B of smooth manifolds (with connected
B) and explore how to compute de Rham cohomology of the total space E
in terms of de Rham cohomology of the base and the fiber. To apply the
spectral sequence of the filtered complex, we need a filtration on de Rham
complex

A• = Ω•dR(E,R).
It can be defined as follows:

F pAn = π∗Ωp(B,R) ∧ Ωn−p(E,R),

An = F 0An ⊃ F 1An ⊃ . . .
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Since de Rham differerential commutes with pullback, F pA• is indeed a
subcomplex of A•. So from Theorem 27.1, we have a spectral sequence
with

E0
p,q =

F pAp+q

F p+1Ap+q

which abuts to H•dR(E,R). It is a called the Leray spectral sequence. Let’s
explore it in some detail. We have

F pAp+q = π∗Ωp(B,R) ∧ Ωq(E,R),

Choose a trivializing neighborhood U ⊂ B of a point b ∈ B with coor-
dinates xi, and a trivialization π−1(U) ' U × Fb (where Fb = π−1(b)).
Of course Fb is diffeomorphic to F , but there is no canonical choice for
this diffeomorphism. Choose a coordinate neighborhood in Fb with coor-
dinates yi. Then ω ∈ F pAp+q can be locally written as

ω =
∑

|I|+|J|=p+q
|I|≥p

aI,JdyJ ∧ dxI ,

where aIJ are some functions. So a class [ω] ∈ E0
p,q can be locally written as

ω =
∑

|I|=p, |J |=q

aI,JdyJ ∧ dxI .

Recall that d0 is induced by d:

d0[ω] = [dω] =

∑
|I|=p

dy

∑
|J |=q

aI,JdyJ

 ∧ dxI
 ,

where dy is a “partial” differential in direction of yj ’s only (since partial
derivatives in the direction of xi will give an element of F p+1Ap+q.

33.1. PROPOSITION. H•dR(F,R) is finite-dimensional.

We will prove this later, after we discuss some sheaf theory. Given the
proposition, we see that elements of Ep,q1 are (locally and after the choice of
the trivialization) represented by classes∑

s

[ηs]⊗ αs ∈ Hq
dR(Fb,R)⊗Ap(B),

where ηs are closed forms on Fb such that their classes form a basis of
Hq
dR(Fb,R). Indeed, any local form as above can be extended toE by multi-

plying it by a bump function that vanishes outside of some open set V ⊃ U .
To go further, we have to analyze how Hq

dR(Fb,R) depends on b ∈ B.

§34. MONODROMY. MAR 16

Take b, b′ ∈ B and take any path γ connecting b and b′. We are going
to define a “transfer” linear operator Tγ : Hq

dR(Fb,R) → Hq
dR(Fb′ ,R) First,

choose trivializing open sets for π along γ. We will define transfer operators
first for portions of γ inside one trivializing neighborhood, and then take
their composition. Assuming b, b′ ∈ U , choose a trivialization π−1(U) 'η
U×Fb such that η|Fb = IdFb . Then η−1|Fb′ gives a diffeomorphism Fb → Fb′ ,
which induces an isomorphism Hq

dR(Fb,R)→ Hq
dR(Fb′ ,R).
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34.1. PROPOSITION. The construction of Tγ does not depend on any choices, in
fact it depends only on the homotopy class of γ.

Proof. To show that Tγ is well-defined, it suffices to show that a local con-
struction above does not depend on a choice of a trivialization. Another
trivialization η′ will give another diffeomorphism Fb → Fb′ , but this dif-
feomorphism will be homotopic to the one constructed above. Indeed, a
composition η−1η gives a diffeomorphism Fb → Fb homotopic to the iden-
tity map (the homotopy is obtained by moving from b′ to b along γ). Ho-
motopic maps induce the same maps on cohomology. The same reasoning
shows that Tγ depends only on the homotopy class of γ. �

34.2. DEFINITION. Choose a base point b ∈ B. A map π1(B)→ Aut(Hq
dR(F,R)

given by γ → Tγ is called a monodromy homomorphism. (Notice that we
can also use singular cohomology with integer coefficients to define mon-
odromy).

If monodromy is trivial then we can canonically identify cohomology
groups of all fibers. In this case the Leray spectral sequence takes a partic-
ularly simple form. Indeed, we see that in this case we have

Ep,q1 = Hq
dR(F,R)⊗Ap(B),

and d1 will be a de Rham differential from B. So we have

34.3. THEOREM. In the absence of monodromy (for example if π1(B) = {e}),
the Leray spectral sequence abuts to Hp+q

dR (E,R) and has

Ep,q2 = Hq
dR(F,R)⊗Hp

dR(B,R). (34.4)

§35. LERAY–HIRSH THEOREM. KÜNNETH FORMULA. MAR 26

35.1. THEOREM. Let π : E → B be a fiber bundle with fiber F ↪→ E and suppose
the inclusion of the fiber induces a surjection of cohomology groups Hk

dR(E,R)→
Hk
dR(F,R). Then we have (not canonically),

Hn
dR(E,R) =

⊕
p+q=n

Hq
dR(F,R)⊗Hp

dR(B,R).

35.2. COROLLARY (Künneth formula).

Hn
dR(X × Y,R) =

⊕
p+q=n

Hq
dR(X,R)⊗Hp

dR(Y,R).

Proof. In the Leray–Hirsch set-up, consider the Leray spectral sequence.
We claim that the monodromy is trivial, and therefore we have (34.4), and
moreover d2 = d3 = . . . = 0, and so E∞ = E2. We fix a graded subspace
V ⊂ H•dR(E,R) that maps isomorphically onto H•dR(F,R). Fix a path γ
connecting points b, b′ ∈ B. We claim that we have a commutative diagram

V Vy y
H•dR(Fb,R)

Tγ−−−−→ H•dR(Fb′ ,R)

where the vertical maps are induced by inclusions of these fibers into E. In
particular, transfer maps do not depend on γ, i.e. monodromy is trivial. It
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suffices to prove this under assumption that b, b′ belong to the same trivial-
izing neighborhood. So we can assume that E ' B × F . The transfer map

H•dR(Fb,R)
Tγ−→H•dR(Fb′ ,R) is then induced by a diffeomorphism Fb ' Fb′

given by the projection B×F → F . Since maps Fb ↪→ E and Fb ' Fb′ ↪→ E
are homotopic, they induce the same pull-back map on cohomology.

It remains to show that all higher differentials in the Leray spectral se-
quence vanish. Take a class in Ep,q2 = Hq

dR(F,R) ⊗ Hp
dR(B,R). It is repre-

sented by a differential form α =
∑

i ηi ∧ π∗(ωi) ∈ F pAp+q, where ηi ∈ V q

and ωi ∈ Ωp(B) are closed forms. Therefore, α is closed and so d2(α) =
d3(α) = . . . = 0. �

§36. CALCULATION FOR THE HOPF BUNDLE.

Consider again the Hodge fibration S3 → S2 with fiber S1. Since S2 is
simply-connected, the E2 page of the Leray spectral sequence is

R 0 R
R 0 R

Since S3 has has trivial cohomology in degrees 1 and 2, we see that

d2 : R→ R

(from the top left to the bottom right corner) is an isomorphism. Explicitly,
H1
dR(S1,R) ' R is generated by an angle form ω = dθ

2π (here S1 = {eiθ}).
Where is it sent by d2? Notice that ω is the restriction of the form

α =
i

2π
(z1dz̄1 + z2dz̄2)

on each fiber

{z1 = eiθz0
1 , z2 = eiθz0

2} ⊂ S3 ⊂ C2
z1,z2 .

It follows that d2(ω) = dα (more precisely, d2(ω) is a form on S2 such that
its pull-back is dα). So we compute

dα =
i

2π
(dz1 ∧ dz̄1 + dz2 ∧ dz̄2).

It is often desirable to have a form on C2 \ {0}, which is a pull-back of a
form on CP1 with respect to the map C2 \ {0} → CP1, (z1, z2) 7→ [z1 : z2].
The standard choice is

α =
i

2π
z1dz̄1 + z2dz̄2

|z1|2 + |z2|2
=

i

2π
∂̄ log(|z1|2 + |z2|2)

and

dα =
i

2π
∂∂̄ log(|z1|2 + |z2|2).

Notice that α does not change if we multiply z1, z2 by the same multiple.
So it is a pull-back of the form on S2 ' CP1.
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§37. SHEAVES. RINGED SPACES. MARCH 28.

37.1. DEFINITION. Let X be a topological space. A category Top(X) has
open subsets of X as objects and inclusions of opens sets U ↪→ V as mor-
phisms. A presheafF of abelian groups is a contravariant functor Top(X)→
Ab. This includes the following data:

• an abelian group F(U) (called the group of local sections) for each
open subset U ⊂ X ;
• A homomorphism F(V ) → F(U) for each inclusion of opens sets
U ↪→ V . This homomorphism is called restriction and is typically
denoted by s 7→ s|U .

The group Γ(X,F) := F(X) is called the group of global sections.

37.2. DEFINITION. A presheaf is called a sheaf if it satisfies two additional
axioms. For any open subset U and its covering U = ∪αUα, we have

• If s ∈ F(U) and s|Uα = 0 for any α then s = 0.
• Given a collection (sα) ∈

∏
αF(Uα) such that

sα|Uα∩Uβ = sβ|Uα∩Uβ
for any α, β, there exists s ∈ F(U) such that sα = s|Uα for any α.

In other words, sections of a sheaf can be glued from compatible local data.

37.3. REMARK. We can define sheaves of rings, sets, etc. in the same way,
by changing the target category in the functor Top(X)→ Ab.

37.4. REMARK. There are two main sources of sheaves: topology and ge-
ometry. In topology, the main example is a constant sheaf. In geometry, the
main example is a sheaf of sections of a vector bundle. Using various oper-
ations on sheaves (cokernels of morphisms of sheaves, push-forward of a
sheaf by a continuous map, etc.) one quickly builds interesting categories
of sheaves, such as constructible sheaves in topology or coherent sheaves
in complex (or algebraic) geometry.

37.5. EXAMPLE. LetA be an abelian group, e.g. Z. A constant presheaf of stalk
A has F(U) = A for any open U and all restriction homomorphisms are
identity maps. This is not a sheaf because a gluing axiom will be violated
for disconnected open sets U . To fix this issue, we define a constant sheaf of
stalk A as follows: F(U) is the set of all locally constant maps from U to A,
i.e. all continuous maps U → A if A is endowed with discrete topology.

37.6. DEFINITION. In geometry, X is typically not just a topological space
but has some distinguished class of functions on it. This is formalized as
follows: a ringed space is a topological space with a sheaf of rings on it. This
sheaf is often called the structure sheaf.

37.7. EXAMPLE. For example, any topological space carries a sheaf C0 of
continuous functions: local sections C0(U) are just continuous functions
U → R, with obvious restrictions C0(U)→ C0(V ) for any inclusion V ↪→ U .
A smooth manifold X carries a sheaf C∞ of smooth functions. A complex
manifold X carries a sheaf OX of holomorphic functions. An algebraic
variety (or scheme) X carries a sheaf OX of regular functions.
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37.8. DEFINITION. Let X be a space with a sheaf of rings A. A sheaf of A-
modules is a sheaf of abelian groupsF with the following extra data: for any
open subset U ⊂ X , F(U) is anA(U)-module, and we have a commutative
diagram

A(U)×F(U) −−−−→ F(U)y y
A(V )×F(V ) −−−−→ F(V )

for any inclusion V ↪→ U , where horizontal maps are action maps of the
ring on the module and vertical maps are restriction maps.

For example, if X is a manifold then C∞ is obviously a sheaf of C∞-
modules, but the constant sheaf Z is not: a product of a smooth function
and a locally-constant function is typically not locally-constant.

37.9. DEFINITION. A direct sum of sheaves (or sheaves of A-modules) is de-
fined as follows: a group of local sections of ⊕Fi on U is a direct sum of
groups of local sections ⊕Fi(U), with component-wise restriction maps.

37.10. DEFINITION. Sheaves of abelian groups on X form a category, de-
noted by Sh/X . Morphisms of sheaves f : F → G are natural transfor-
mations of the corresponding functors Top(X) → Ab. More concretely,
for any open subset U ⊂ X we need a homomorhism f |U : F(U) → G(U)
such that we have a commutative diagram of restrictions

F(U)
f |U−−−−→ G(U)y y

F(V )
f |V−−−−→ G(V )

for any open inclusion V ⊂ U .

37.11. DEFINITION. Let U ⊂ X be an open subset and let F be a sheaf on
X . Its restriction F|U is a sheaf on U defined as follows: F|U (V ) = F(V )
for any open subset V ⊂ U . If A is a sheaf of rings on X and F is a sheaf
of A-modules then clearly F|U is a sheaf of A|U -modules. One should not
confuse F|U and F(U): the first object is a sheaf, and includes information
about all groups of local sections on subsets V ⊂ U , while the second object
is just the group of local sections on U .

37.12. DEFINITION. Let f : X → Y be a continuous map of topological
spaces and let F be a sheaf on X . Its pushforward f∗F is a sheaf on Y
defined as follows: f∗F(U) = F(f−1(U)) for any open U ⊂ Y , with re-
striction maps f∗F(U) → f∗F(V ) given by restriction maps F(f−1(U)) →
F(f−1(V )) for any V ⊂ U .

37.13. DEFINITION. Let (X,A) be a ringed space. A sheaf of A-modules F
is called free of rank n if it is isomorphic to An. A sheaf of A-modules is
called locally free of rank n if any point has a neighborhood U such that F|U
is isomorphic to An|U .
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37.14. THEOREM. Let X be a complex manifold. Then there is a natural bijection
(described in the proof) between the set of isomorphism classes of locally free OX -
modules of rank n and the set of isomorphism classes of vector bundles on X of
rank n. The same result holds for smooth manifolds (with C∞ instead of OX ).

Proof. Let E be a vector bundle on X . This means that E is a complex
manifold with a holomorphic map π : E → X such that X has a cov-
ering X = ∪Ui with the following properties. We have biholomorphic
isomorphisms τi : π−1(Ui) → Ui × Cn, called trivializations, such that
pr1 ◦τi = π|π−1(Ui). The functions τj ◦ τ−1

i , defined on overlaps Ui ∩ Uj ,
have the form

(x, v) 7→ (x, gij(x)v),
where

gij : Ui ∩ Uj → GLn(C)
are called transition functions. We clearly have a cocycle condition

gki ◦ gjk ◦ gij = τi ◦ τ−1
k ◦ τk ◦ τ

−1
j ◦ τj ◦ τ

−1
i = 1

on each triple overlap Ui ∩ Uj ∩ Uk. It is straightforward to show that any
choice of transition functions satisfying the cocycle condition produces a
vector bundle. Namely, one glues E from open charts Ui × Cn using tran-
sition functions to glue charts together.

The corresponding sheaf E (called the sheaf of sections of a vector bundle
is defined as follows: for an open subset U ⊂ X , E(U) is a set of sections
over U , i.e. maps s : U → E such that π ◦ s = IdU . We can add sections
(point-wise) and multiply them by holomorphic functions in OX(U) (also
point-wise), so E is a sheaf ofOX -modules. If U ⊂ X is a trivializing neigh-
borhood then a section s ∈ E(V ) for V ⊂ U is determined by n holomorphic
functions s1, . . . , sn on V , so E is locally-free.

Given a locally free sheaf E , we can construct a vector bundle E as fol-
lows. Choose an atlas ∪Ui such that E|Ui ' OnX |Ui , call this isomorphism τi.
This will be a trivializing atlas for a vector bundle. Transition functions are
obtained by computing τj ◦ τ−1

i on overlaps. Indeed, an isomorphism

Gij : OnX |Ui∩Uj → OnX |Ui∩Uj
is given by a compatible collection of isomorphisms

OX(V )n → OX(V )n

for all open subsets V ⊂ Ui ∩ Uj , but those are completely determined by
images of sections (0, . . . , 0, 1, 0, . . . , 0). So Gij is completely determined by
an isomorphism

OX(Ui ∩ Uj)n → OX(Ui ∩ Uj)n,
which is given by an invertible n× n matrix of holomorphic functions. �

37.15. EXAMPLE. Let X be a manifold. Then we have sheaves Ωk of differ-
ential k-forms: Ωk(U) is a group of k-forms on U , with obvious restriction
maps. Ωk is a sheaf of C∞-modules. It can also be defined as a sheaf of sec-
tions of the k-th exterior power of the cotangent bundle. We have a sheaf
version of the de Rham complex

Ω0 d−→Ω1 d−→Ω2 d−→ . . .
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where maps d (de Rham differentials) are morphisms of sheaves of abelian
groups (but not morphisms of sheaves of C∞-modules because of the Leib-
niz rule: d(fω) 6= fd(ω) for f ∈ C∞(U), ω ∈ Ωk(U)). The usual de Rham
complex is nothing but the induced complex of global sections

Γ(X,Ω0) d−→Γ(X,Ω1) d−→Γ(X,Ω2) d−→ . . .

If X is a complex manifold then Ωk typically denotes the sheaf of holo-
morphic k-forms. This is a sheaf of OX -modules. We also have sheaves of
(complexified) smooth k-formsAk, which are direct sumsAk =

⊕
p+q=kAp,q

of Dolbeaut sheaves of k-forms of type (p, q). Ak and Ap,q are sheaves of
A0-modules, where A0 = C∞ ⊗ C is a sheaf of complex-valued smooth
functions.

§38. STALKS. SHEAFIFICATION. MARCH 30

38.1. DEFINITION. Let F be a presheaf on X , x ∈ X . A stalk Fx is a direct
limit of groups F(U) for x ∈ U partially ordered by inclusion.

Categorically, we have homomorphisms F(U) → Fx for any neighbor-
hood x ∈ U which commute with restriction maps F(U) → F(V ) for
V ⊂ U . Moreover, Fx is universal with respect to this property.

Concretely, elements of Fx are represented by pairs [U, s], where U is a
neighborhood of x and s ∈ F(U). Two such pairs [U, s], [U ′, s′] are equiv-
alent if there exists a neighborhood V ⊂ U ∩ U ′ such that s|V = s′|V . A
zero element of Fx is represented by any pair [U, 0]. An element of Fx rep-
resented by [U, s] is called a germ of s and is denoted by sx.

38.2. EXAMPLE. A stalk of a constant sheaf Z at x ∈ X is Z: a germ of a
section in Z(U), i.e. a locally constant function f : U → Z, is f(x).

A stalk of a structure sheaf OX of an n-dimensional complex manifold
OX at any point is isomorphic to the ring of convergent power series in
n variables. Indeed, a holomorphic function in n variables is determined
by its power series expansion. Notice that this ring is local: any conver-
gent power series with non-vanishing constant term is invertible. So X is
an example of a locally ringed space: a ringed space such that stalks of the
structure sheaf are local rings.

38.3. DEFINITION. Let F be a presheaf on X . Its sheafification F+ is a sheaf
along with a morphism of presheaves F → F+ such that any morphism
F → G to a sheaf G uniquely factors through F+.

The presheaf is constructed as follows:

F+(U) = {s : U →
∐
x∈X
Fx | s(x) is locally given by a section of F}.

This means that for any x ∈ U , s(x) ∈ Fx and there exists a neighborhood
V of x and a section t ∈ F(V ) such that s(y) = ty for any y ∈ V . More
concretely, if we choose such a neighborhood for any point of U , we can
interpret elements of F+(U) as follows: there exists a covering U = ∪i∈IUi
and sections si ∈ F(Ui) such that si|Ui∩Uj = sj |Ui∩Uj on any overlap.

One can show that
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(1) F+ is a presheaf;
(2) F+ is a sheaf;
(3) we have a natural morphism F → F+;
(4) this morphism satisfies the universal property of the sheafification.

§39. ABELIAN CATEGORIES. EXACT SEQUENCES OF SHEAVES. APRIL 2

We are going to show that the category of sheaves on a topological space
is an abelian category, so it’s time to give a rigorous definition.

39.1. DEFINITION. A category is called additive if Hom(X,Y ) is an abelian
group for any objectsX,Y and the composition law Hom(X,Y )×Hom(Y, Z)→
Hom(X,Z) is bilinear. Functor of additive categories φ : C → C ′ is an addi-

tive functor, i.e. Hom(X,Y )
φ−→Hom(φ(X), φ(Y )) is a homomorphism for

any objects X,Y .

39.2. DEFINITION. An additive category is called abelian if the following ax-
ioms are satisfied:

(1) Any morphism f : X → Y has a kernel, i.e. an object Ker f and a
morphism Ker f → X which satisfies the universal property: any
morphism M → X such that its composition with X → Y is a zero
map, uniquely factors as M → Ker f → X .

(2) Any morphism f : X → Y has a cokernel, i.e. an object Coker f and
a morphism Y → Coker f which satisfies the universal property:
any morphism Y → N such that its composition with X → Y is a
zero map, uniquely factors as Y → Coker f → N .

(3) Finite direct sums exist.
(4) Any morphism f : X → Y has a unique (up to an isomorphism)

factorization X → I → Y , such that I is both a cokernel of Ker f →
X and a kernel of Y → Coker f . An object I is called the image of f .

39.3. REMARK. In undergraduate algebra, one typically defines the image
of the homomorphism of abelian groups first, then the quotient group, and
then the cokernel as the quotient of Y by the image. The last axiom then
becomes the first isomorphism theorem.

39.4. REMARK. In general one can’t think about morphisms of objects as
functions of sets. So diagram-chasing is not directly applicable. However,
it can still be used, either by using “Grothendieck points” or by invoking
the Freyd–Mitchell embedding theorem, which says that any abelian cate-
gory is isomorphic to a full subcategory of some R-mod. So any statement
proved for arbitrary R-modules using nothing but diagram chasing, e.g.
the snake lemma or the 5-lemma, is valid in any abelian category.

Let’s show that ShX is an Abelian category. Basically, we have to define
the kernel, the cokernel, and the image of any morphism of sheaves f :
F → G. In the category of presheaves, we can define presheaves

K̃er(U) = Ker[F(U)→ G(U)],

C̃oker(U) = Coker[F(U)→ G(U)],

Ĩm(U) = Im[F(U)→ G(U)].
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It turns out that if F and G are sheaves then K̃erf is automatically a sheaf,
and so we set Ker f = K̃erf , but Coker f and Im f have to be defined as
sheafifications of C̃okerf and Ĩmf . Nevertheless, it is useful to remember
that stalks of the image and the cokernel sheaves can be computed as stalks
of their presheaves analogues.

Details are left as exercises, along with most of the proof of the following
extremely useful fact:

39.5. LEMMA. A complex of sheaves→ F i → F i+1 → is exact if and only if an
induced complex of stalks→ F ix → F i+1

x → is exact for any x ∈ X .

We will only prove the main point: a morphism of sheaves f : F → G
is surjective if it is surjective on stalks. So suppose fx(Fx) = Gx for any
x ∈ X . Take an open subset U ⊂ X and a section s ∈ G(U). We claim
that s is a section of the image sheaf. Indeed, for any point x ∈ U there
exists an element of Fx that maps to sx. Choosing its representative, we
get a neighborhood V of x and a section t ∈ F(V ) such that sx = fx(tx).
Therefore s and f(t) have the same germ at x. So we can find a smaller
neighborhood W such that s|W = f(t)|W , i.e. s|W is an image of a local
section of F . By definition of sheafification, this implies that s belongs to
the image sheaf Im(f).

§40. COHOMOLOGY OF SHEAVES. APRIL 4.

Let X be a topological space. We have a functor of global sections

ShX → Ab, F 7→ Γ(X,F).

40.1. DEFINITION. The k-th cohomology group Hk(X,F) is the k-th right-
derived functor RkΓ of the functor of global sections.

To make sense of this definition we have to prove that

40.2. LEMMA. Γ(X, ·) is left-exact.

and

40.3. LEMMA. ShX has enough injectives.

Proof. We followed Voisin’s textbook. �

40.4. REMARK. In practice one computes Hk(X,F) using the δ-functor for-
malism, i.e. by converting short exact sequences of sheaves into long exact
sequences of cohomology groups and by using functoriality of connecting
homomorphisms to deal with more complicated situations. However, of-
ten we need to get a concrete description of cohomology groups. Using
injective resolutions is impractical.

40.5. DEFINITION. An exact sequence of sheaves

0→ F → L0 → L1 → . . . (40.6)

is called an acyclic resolution if all sheaves Lk are acyclic, i.e. H i(X,Lk) = 0
for i > 0.
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40.7. LEMMA. Given an acyclic resolution (40.6), Hk(X,F) is isomorphic to the
k-th cohomology group of the complex of global sections

0→ Γ(X,L0)→ Γ(X,L1)→ . . .

Proof. We gave two simple proofs. �

Which sheaves are acyclic?

40.8. DEFINITION. A sheaf F is called flasque if the restriction homomor-
phism F(U)→ F(V ) is surjective for any inclusion V ⊂ U .

40.9. LEMMA. Flasque sheaves are acyclic.

Proof. We followed Voisin’s textbook. �

40.10. EXAMPLE. For any sheaf F , consider the Godement sheaf FGod with

FGod(U) =
∐
x∈U
Fx

and obvious restriction maps. This sheaf is obviously flasque. Moreover,
the map sending a local section of F into a collection of its germs at all
points gives a morphism F → FGod, which in fact is injective, because a
local section of a sheaf vanishes if and only if all its germs vanish. This
gives a flasque Godement resolution

0→ F f−→FGod → (Im f)God → . . . ,

which has a nice feature of being functorial in F .

40.11. DEFINITION. A sheaf F is called fine if F is a sheaf of A-modules on
a ringed space and A has a partition of unity property: for any covering
X = ∪iUi, there exist sections ρi ∈ Γ(X,A) such that

• (ρi)x = 0 for any x 6∈ Ui;
• for any x ∈ X , only finitely many germs (ρi)x are not equal to zero;
•
∑
ρi = 1.

40.12. LEMMA. Fine sheaves are acyclic.

Proof. We followed Voisin’s textbook. �

This is already very useful. For example, let X be a manifold. Then any
sheaf of C∞-modules, for example a sheaf of sections of any smooth vector
bundle is a fine sheaf. In particular, sheaves Ωk are fine.

§41. DE RHAM RESOLUTION. DOLBEAUT RESOLUTION. APRIL 6.

Let X be a smooth manifold. Consider a sheaf-theoretic de Rham com-
plex

0→ R→ Ω0 → Ω1 → Ω2 → . . . .

By Poincare Lemma, any closed form is locally exact, i.e. this complex is in
fact a resolution of the constant sheaf R. By Lemma 40.12, all sheaves Ωk

are acyclic on X . By Lemma 40.7, we have
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41.1. THEOREM. Hk(X,R) is isomorphic to the k-th cohomology group of the
complex

0→ Γ(X,Ω0)→ Γ(X,Ω1)→ Γ(X,Ω2)→ . . . ,

i.e. to de Rham cohomology group Hk
dR(X,R).

A similar analysis, based on the theorem of small chains instead of Poincare
Lemma, gives

41.2. THEOREM. Let A be an abelian group (e.g. Z). Hk(X,A) is isomorphic to
the k-th singular cohomology group Hk

sing(X,A).

We skipped the proof.

Now let X be a complex manifold with a sheafOX of holomorphic func-
tions. A ∂̄-Poincare Lemma gives a resolution

0→ OX → A0,0 ∂̄−→A0,1 ∂̄−→A0,2 → . . . .

Again all sheaves A0,k are fine sheaves of A0,0-modules (recall that A0,0 is
a sheaf of complex-valued smooth functions). in particular, we get

41.3. THEOREM. Hq(X,OX) is isomorphic to the q-th cohomology group of the
complex

0→ A0,0 ∂̄−→A0,1 ∂̄−→A0,2 → . . . ,

i.e. to the Dolbeaut cohomology group H0,q, see Section §15.

More generally, we can consider an analogous resolution of the sheaf of
holomorphic p-forms (and in fact of the sheaf of holomorphic sections of
any holomorphic vector bundle):

0→ Ωp → Ap,0 ∂̄−→Ap,1 ∂̄−→Ap,2 → . . . .

In particular, we see that Hq(X,Ωp) is isomorphic to the q-th cohomology
group of the complex

0→ Ap,0
∂̄−→Ap,1

∂̄−→Ap,2 → . . . ,

i.e. to the Dolbeaut cohomology group Hp,q.
What is the relation between de Rham and Dolbeaut cohomology groups?

In 15.1 we have already realized Ωk(M,C) as a total complex of the double
complex (Ap,q, ∂, ∂̄), So a general formalism of spectral sequences gives a
Frölicher spectral sequence

Ep,q1 = Hp,q ⇒ Hp+q(X,C).

A remarkable fact is that this spectral sequences converges right away in
the most important case:

41.4. THEOREM. Suppose X is a projective algebraic variety or a compact Kähler
manifold. Then the Frölicher spectral sequence degenerates at E1, and moreover
we have a canonical Hodge decomposition⊕

p+q=n

Hp,q ' Hn(X,C).

We discussed the shape of the Hodge diamond of algebraic curves and
algebraic surfaces.
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§42. ČECH COMPLEX. APRIL 9 AND 11.

The most “hands-on” way of computing cohomology is undoubtedly
given by the Čech complex. Let X be a topological space, let F be a sheaf,
and let U = {Uα}α∈I be a covering of X by open sets. We assume that I is
totally ordered.

42.1. DEFINITION. Čech cohomology groups Hk
U (X,F) are the k-th coho-

mology groups of the Čech complex

0→
⊕
α

F(Uα)→
⊕
α<β

F(Uα ∩ Uβ)→
⊕

α<β<γ

F(Uα ∩ Uβ ∩ Uγ)→

We think about Čech cochains as collections of sections σi1,...,ik indexed by
ordered k-tuples of indices in I . The differentials are defined as follows:

(dσ)i0...ik = σi1...ik − σi0i2...ik + . . .+ (−1)kσi0i1...ik−1
.

More precisely, one has to restrict sections on the right to Ui0∩Ui1∩. . .∩Uik .

For instance, it is clear that elements ofH0
U (X,F) are given by collections

of sections sα which agree on overlaps, i.e. by global sections of F . More
generally, we have

42.2. THEOREM. IfHn(Ui1∩. . .∩Uik ,F) = 0 for any intersection and any n > 0
then we have an natural isomorphism

Hn(X,F) ' Hn
U (X,F) for any n.

42.3. REMARK. It is clear that the Čech complex, and therefore Čech coho-
mology, is functorial in F .

Proof. We followed Voisin’s textbook. �

§43. INTERPRETATIONS OF H1. PICARD GROUP. APRIL 13.

§44. DERIVED CATEGORIES – I. APRIL 18. GUEST LECTURER RINA
ANNO. NOTES TYPED BY TOM.

Let C(A) denote the category of differential complexes of objects in an
abelian category A. An object in C(A) is a complex

A• = · · · // Ai−1 di−1
// Ai

di // Ai+1 di+1
// · · ·

with di ◦ di−1 = 0, and a morphism f : A• → B• is a collection of f i ∈
Mor(Ai, Bi) making the following diagram commute

· · · // Ai−1 di−1
//

f i−1

��

Ai
di //

f i

��

Ai+1 di+1
//

f i+1

��

· · ·

· · · // Bi−1 di−1
// Bi di // Bi+1 di+1

// · · ·

Since di◦di−1 = 0, we have that im di−1 is a subobject of ker di. We define the
ith cohomology group of A• to be the quotient H i(A•) := ker di/ im di−1.
A morphism f : A• → B• induces a well defined map on cohomology
f i : H i(A•)→ H i(B•).
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44.1. DEFINITION. We say that f : A• → B• is a quasi-isomorphism if all
f i : H i(A•)→ H i(B•) are isomorphisms.

44.2. DEFINITION (Derived Category). The derived category of C(A) is a
category D(A) along with a functor Q : C(A) → D(A) satisfying the fol-
lowing:

1) If f is a quasi-isomorphism inC(A) thenQf is an isomorphism inD(A).
2) If R : C(A) → X is a functor such that quasi-isomorphisms map to

isomorphisms, then there exists a unique functor S : D(A) → X such
that SQ = R

Construction of the derived category.

As a first attempt at constructing the derived category D(A) of the cat-
egory of complexes C(A), we can just add in formal inverses to all of the
quasi-isomorphisms in Mor(C(A)). That is, we define D(A) by saying that
Ob(D(A)) = Ob(C(A)) and Mor(D(A)) is generated by Mor(C(A)) and
formal symbols xs : B• → A• for each quasi-isomorphism s : A• → B•,
with xs ◦ s = s ◦ xs = id and xs◦t = xt ◦ xs. This construction is terrible,
because the morphisms in D(A) are just words like fxsgxthxr, which are
unusable. To fix this, we restrict the class of morphisms that we invert to a
localizing class.

44.3. DEFINITION. A class S of morphisms in a category is called a localiz-
ing class if

1) s, t ∈ S =⇒ st ∈ S
2) Pullbacks and pushouts exist: Whenever we have a diagram

Z

s∈S
��

X
f
// Y

there exists an object T , a morphism t ∈ S, and a morphism g such that
the following diagram commutes:

T
g
//___

S3t
��
�
�
� Z

s∈S
��

X
f
// Y

The similar statement with arrows reversed also holds:

X
s∈S
//

f
��

Y

Z

=⇒ X
s //

f
��

Y

g

��
�
�
�

Z
t∈S
//___ T

3) fs = gs =⇒ f = g and sf = sg =⇒ f = g, for all s ∈ S.
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If S is a localizing class in a category C, then consider the category D
where Ob(D) = Ob(C) and Mor(D) is generated by Mor(C) and all formal
inverses of elements of S. Then

Mor(D) = {fxs | s ∈ S, f ∈ Mor(C)}/some equivalence defined below

The category D is called the localization of C with respect to S. One key
fact about D is that it is additive.

Since xs is a formal inverse of s, we can represent the morphism fxs ∈
Mor(D) by the diagram

X
s

~~~~~~~~~ f

  
AAAAAAA

A B

(so fxs : A→ B). If fxs : A→ B and gxt : A→ B, then we have diagrams

C1

s

~~}}}}}}} f

  
AAAAAAA

A B

and C2

t

~~}}}}}}} g

  
AAAAAAA

A B

We say that fxs and gxt are equivalent if there exists a C3 and a morphism
t̃ ∈ S such that the following diagram commutes

C3et
~~||||||||

h

  
BBBBBBBB

C1

s

��

QQQQQQQ f

((QQQQQQQQ

C2

g

��

t

vvmmmmmmmmmmmmmmmm

A B

Now suppose we have that fxs : A → B and gxt : B → C. The composi-
tion gxt ◦ fxs is defined via the diagram

Z
r

~~}
}

}
}

h

  
@

@
@

@

X
s

~~~~~~~~~ f

  
AAAAAAA Y

t

~~~~~~~~~ g

  
@@@@@@@

A B C

where the top square exists by item 2) in the definition of localizing class.
That is, gxt ◦ fxs = gh(xrxs).

For fxs : A → B and gxt : A → B, their sum fxs + gxt is defined as
follows. Suppose fxs and gxt are represented by

C1

s

~~}}}}}}} f

  
AAAAAAA

A B

and C2

t

~~}}}}}}} g

  
AAAAAAA

A B
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Then from property 2) of localizing classes, there is a diagram

C3
h //___

S3r
��
�
�
� C1

s

��

C2 t
// A

Since this diagram commutes and t, r ∈ s, we get s ◦ h ∈ S. We have the
following commutative diagrams

C3

id

~~||||||||
r

  
BBBBBBBB

C3

s◦h
��

QQQQQQQ g◦r

((QQQQQQQQ

C2

g

��

t

vvmmmmmmmmmmmmmmmm

A B

C3

id

~~||||||||
h

  
BBBBBBBB

C3

s◦h
��

QQQQQQQ f◦h

((QQQQQQQQ

C1

f

��

s

vvmmmmmmmmmmmmmmmm

A B

Which show that both fxs and gxt are equivalent to

C3

s◦h

~~}}}}}}} f◦h

  
AAAAAAA

A B

and C3

s◦h

~~}}}}}}} g◦r

  
AAAAAAA

A B

respectively. We define fxs + gxt to be the morphism A → B represented
by

C3

s◦h

~~}}}}}}} f◦h+g◦r

  
AAAAAAA

A B

Back to constructing the derived category D(A) of the category of com-
plexes C(A) of an abelian category A. We would like to localize C(A) at
the quasi-isomorphisms. The problem is that quasi-isomorphisms do not form
a localizing class in C(A). So instead we look at an intermediate category
K(A), where the objects of K(A) are the same as C(A), but we identify
all morphisms which are homotopic. In K(A), the quasi-isomorphisms do
form a localizing class.

§45. DERIVED CATEGORIES – II. APRIL 20. GUEST LECTURER RINA
ANNO. NOTES TYPED BY JULIE.

Let A be an abelian category, C(A) the category of complexes of A, and
D(A) the derived category of A. Recall that D(A) is the localization of
K(A) with respect to quasi-isomorphisms, where K(A) is the category of
complexes of A with morphisms up to homotopy. The objects in each of
these categories are the same, so we have maps

C(A)→ K(A)→ D(A).

The functor C(A)→ D(A) factors through K(A). That is, if a morphism
f : A• → B• is homotopic to zero, then it maps to zero in D(A). The
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morphism f factors through an acyclic complex, which is isomorphic to 0
in D(A). In fact f factors through two acyclic complexes:

· · · // Ai−1 //

��

Ai //

��

Ai+1 //

��

· · ·

· · · // Ai−1 ⊕Ai //

��

Ai ⊕Ai+1 //

��

Ai+1 ⊕Ai+2 //

��

· · ·

· · · // Bi−2 ⊕Bi−1 //

��

Bi−1 ⊕Bi //

��

Bi ⊕Bi+1 //

��

· · ·

· · · // Bi−1 // Bi // Bi+1 // · · ·

where the maps in the second and third row are the identity on one com-
ponent and zero on the other. We leave it to the reader to construct the
downward maps so that all squares are commutative and so that the com-
position is f .

We have seen that morphisms in D(A) have the form

Ã•

qis

}}|||||||| f

!!BBBBBBBB

A• B•

where f is defined up to homotopy. This means that commutative dia-
grams inD(A) lift to diagrams in C(A) which only commute up to homotopy.
This obstacle makes D(A) seemingly not ideal to work with. Why does it
make sense to consider complexes up to quasi-isomorphisms? The answer
is resolutions.

Given A ∈ C(A), we can think of it as the complex

0 // 0 // A // 0 // · · ·

in D(A). This gives an equivalence of A with a subcategory of D(A). Mor-
phisms A→ B in C(A) are the same as morphisms

0 //

��

0 //

��

A //

��

0 //

��

· · ·

0 // 0 // B // 0 // · · ·

in D(A).
Take a resolution of A in A

· · · // P−2 // P−1 // P 0 // A // 0 // 0

Truncation gives us a map to A thought of as an element of D(A):

· · · // P−2 // P−1 // P 0 //

qis
��

0 // 0

0 // 0 // A // 0 // · · ·
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This map is a quasi-isomorphism, and so A ∈ A is isomorphic in D(A) to
its resolutions. One of the benefits of this is that it’s now easy to define
derived homomorphisms A→ B.

Let us discuss some properties of D(A).

45.1. PROPERTY. D(A) is additive.

45.2. PROPERTY. There exists a subcategory in D(A) equivalent toA, namely the
category of complexes with only one nonzero term.

45.3. PROPERTY. There exists a translation functor T : D(A)→ D(A) which
takes A• to A•[1].

The translation functor comes from the functor T : C(A)→ C(A), where
T (A•)i = Ai+1. This functor filters through the map C(A)→ D(A).

Recall the definition of RiHom(A,B) for A, B objects of A:
(1) Take an injective resolution of B:

B // I0 // I1 // I2 // · · ·

(2) Take HomA(A, •) of the truncated sequence:

Hom(A, I0) // Hom(A, I1) // Hom(A, I2) // · · ·

(3) RiHom(A,B) is the ith cohomology of this complex of abelian groups.

InD(A),B is isomorphic to its injective resolution 0 // I0 // I1 // I2 // · · · .
Consider

HomD(A)(A, I
•),

where by abuse of notation we denote 0 // A // 0 // · · · by A.
These are morphisms

0 // A //

��

0 //

��

0 //

��

· · ·

0 // I0 // I1 // I2 // · · ·

up to homotopy. But since there is no homotopy, they are simply maps of
complexes. We see that

HomD(A)(A, I
•) = {A→ I0 | A→ I0 → I1 is zero }

Next consider
HomD(A)(A, I

•[1]).
These are morphisms (up to homotopy)

0 // 0 // A //

��

0 // · · ·

0 // I0 // I1 // I2 // · · ·

Such a morphism is homotopy equivalent to zero if we have a morphism
A→ I0 such that the composition A→ I0 → I1 is zero. Thus

HomD(A)(A, I
•[1]) = {A→ I1 | A→ I1 → I2 = 0}/{compositions A→ I0 → I1}.
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In general, we have

HomD(A)(A, I
•[n]) = {A→ In | A→ In → In+1 = 0}/{compositions A→ In−1 → In}.

Since B is isomorphic in D(A) to I[n], we have

45.4. PROPERTY. HomD(A)(A,B[n]) = RnHomA(A,B) = Extn(A,B) for A
and B objects of A.

We still have a couple of issues with D(A) that we want to address:

• We would like a subcategory of K(A) such that morphism between
the corresponding complexes inD(A) are morphisms of complexes.
• We would like to extend the notion of an injective resolution to all

of D(A).

Is it true that any object in D(A) is quasi-isomorphic to a complex of in-
jective objects? Recall that if A has enough injective objects, then we can
construct injective resolutions term-by-term. Let D+(A) be the set of com-
plexes in D(A) which are bounded from the right, D−(A) those which are
bounded from the left, andDb(A) complexes which are bounded from both
sides.

45.5. PROPOSITION. Given an object K• of D+(A), there exists a morphism
K• → I• of complexes where I• is bounded from the left and consists of injec-
tive objects.

Idea of proof. Since A has enough injective objects, we have a morphism
K0 → I0 where I0 is injective. To construct I1, use the fact that pushouts
exist in D(A) to find an object Z so that the diagram

K0 //

��

K1

��
�
�
�

I0 //___ Z

is commutative. Embedding Z into an injective object I1 gives the commu-
tative diagram

0 // K0 //

��

K1 //

��

K2 // · · ·

0 // I0 // I1

Repeating this process gives the desired morphism K• → I•. �

Notice that this proof relies heavily on the fact that K• is bounded from
the left. For unbounded complexes, a similar result involving the existence
of a “K-injective resolution" was proved by Spaltenstein (‘88).

All classical functors, for instance A⊗•, Hom(A, •), f∗, f∗, f!, etc. can be
extended to Db(A) by replacing objects by injective or flat resolutions.

45.6. PROPERTY. Derived functors can be put together to form functors between
derived categories.
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For example, consider f∗ : A → B and construct Rif∗ : A → B. Because
of the way Rif∗ is constructed, when we extend to derived categories we
get the ith cohomology of Rif∗.

In abelian categories we have short exact sequences. Derived categories
are not abelian, but they have a structure arising from short exact sequences
of complexes. Given f : K• → L•, we can construct a complex C(f) called
the cone of f , whereC(f)i = Ki+1⊕Li with differential d as in the following
diagram:

Ki+1

dK
��

f

((QQQQQQQQQQQQQQ ⊕ Li

dL
��

Ki+2 ⊕ Li+1

There exists a canonical mapC(f)→ K[1] coming from the map L→ C(f).

45.7. DEFINITION. A diagram A → B → C → A[1] in D(A) or K(A) is a
distinguished triangle if it is quasi-isomorphic to a triangle of the form

A
f
// B // C(f) // A[1]

Distinguished triangles have properties similar to short exact triples. For
instance, they produce a long exact sequence of homology. The key differ-
ence is that we can form exact triangles for any morphism A → B. They
give us a way to take quotients of noninjective morphisms.

45.8. PROPERTY. D(A) is a triangulated cone, i.e. a quotient of a noninjective
morphism.

§46. HOME STRETCH: CAP PRODUCT, POINCARE DUALITY, SERRE
DUALITY.
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HOMEWORK 1. DEADLINE: FEBRUARY 10.

Sign the worksheet and bring it to my office hours when you present
solutions orally. Staple it to your written solutions when you turn them in.
There will be six homework sets and you have to accumulate 90 points to
get an A in this class. All rings are associative and contain 1.

Problem 1. In the exact sequences of complexes

0→ X• → Y • → Z• → 0,

show that if X• and Z• are acyclic then Y • is acyclic (1 point).
Problem 2. Consider a commutative diagram of R-modules

0 0 0y y y
0 −−−−→ X1 −−−−→ X2 −−−−→ X3 −−−−→ 0y y y
0 −−−−→ Y1 −−−−→ Y2 −−−−→ Y3 −−−−→ 0y y y
0 −−−−→ Z1 −−−−→ Z2 −−−−→ Z3 −−−−→ 0y y y

0 0 0
Suppose the columns and the two bottom rows are exact. Show that the
top row is exact (1 point).

Problem 3. Consider R-linear maps of R-modules.

X1
f−→X2

g−→X3. (46.1)

Suppose the induced sequence

HomR(X3, Y )→ HomR(X2, Y )−→HomR(X1, Y )

is exact for any R-module Y . Show that (46.1) is also exact (1 point).
Problem 4. (Five Lemma). Given a commutative diagram of R-linear

maps with exact rows

X1 −−−−→ X2 −−−−→ X3 −−−−→ X4 −−−−→ X5yf1 yf2 yf3 yf4 yf5
Y1 −−−−→ Y2 −−−−→ Y3 −−−−→ Y4 −−−−→ Y5

suppose f1 is an epimorphism, f5 is a monomorphism, f2 and f4 are iso-
morphisms. Show that f3 is an isomorphism (1 point).

Problem 5. Show that anR-module P is projective⇔ any exact sequence
0 → M ′ → M ′′ → P → 0 splits (i.e. M ′′ ' M ′ ⊕ P ) ⇔ the functor
M 7→ HomR(P,M) is exact (i.e. takes short exact sequences to short exact
sequences) (1 points).
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Problem 6. Let R be a PID and let M be a finitely generated R-module.
Show that M is projective⇔M is free⇔M is torsion-free (1 point).

Problem 7. Let M be a projective (resp. injective) R-module, where R is
commutative. Let S ⊂ R be a multiplicative system. Show that S−1M is a
projective (resp. injective) S−1R-module (1 point).

Problem 8. Let R be a PID. Show that an R-module M is injective if and
only if it is divisible (1 point).

Problem 9. Consider the following complex

C = [. . .→ 0→ 0→ Z ×2−→Z→ 0→ 0→ . . .]

Show thatC is not a projective object in the category of complexes of Abelian
groups, even though each of its terms is a projective Abelian group (1 point).

Problem 10. (a) Define a category ∆ with objects given by natural num-
bers Ob(∆) = {0, 1, 2, . . .}. The set of morphisms Mor(m,n) is the set
of all non-decreasing maps from {0, 1, . . . ,m} to {0, 1, . . . , n}. (b) A con-
travariant functor X : ∆ → Sets is called a simplicial set. Describe what
a simplicial set is without the categorical language. (c) Let Y be a topo-
logical space. Show that we can define a simplicial set as follows. For
any n ∈ {0, 1, 2, . . .} = Ob(∆), let Xn be the set of all singular simplices,
i.e. the set of all continuous maps ∆n → Y , where ∆n is the standard n-
dimensional simplex. Come up with a reasonable function Xn → Xm for
each non-decreasing map from {0, 1, . . . ,m} to {0, 1, . . . , n}. (d) For any
simplicial set X and Abelian group A, define homology groups Hi(X,A)
which agree with singular homology of the topological space Y if X is de-
fined in (c). (e) For any simplicial complex Y , define a simplicial set X
such that its homology defined in (d) agrees with simplicial homology of a
simplicial complex (2 points).

Problem 11. Triangulate and compute simplicial homology (with coeffi-
cients in Q) of the following spaces (2 points):

(a) two-dimensional torus;
(b) Möbius band;
(c) Klein bottle;
(d) real projective plane.

For a bonus point, compute homology with integer coefficients.
Problem 12. Triangulate and compute simplicial homology (with coeffi-

cients in Q) of the following spaces (2 points):

(a) n-dimensional simplex;
(b) n-dimensional sphere.

Problem 13. (Mayer–Vietoris) LetM be a differentiable manifold covered
by two open sets M = U ∪ V . Consider the following sequence

0→ Ωk
dR(M)

(i∗U ,i
∗
V )

−→ Ωk
dR(U)⊕ Ωk

dR(V )
i∗1−i∗2−→ Ωk

dR(U ∩ V )→ 0,

where iU : U → M , iV : V → M , i1 : U ∩ V → U , i1 : U ∩ V → V
are inclusions. (a) Show that this sequence is exact. (Hint: use partition
of unity.) (b) Write down the corresponding long exact sequence of coho-
mology. It is called the Mayer–Vietoris sequence. (c) Use the Mayer–Vietoris
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sequence and homotopy invariance of de Rham cohomology to compute
de Rham cohomology of the sphere Sn (2 points).

Problem 14. For each of the following mappings, decide if it is an Euler–
Poincare mapping. (a) In Ab, let φ(A) be the rank of A if A is finitely
generated, undefined otherwise. (b) Let R be a domain with a quotient
field K. In R-mod, let φ(A) = dimK(A ⊗R K) if the latter vector space
is finite-dimensional, undefined otherwise. (c) In Kom(Vectk), let φ(A) =∑

n∈Z(dimk Ak)qk if allAk are finite-dimensional, undefined otherwise. Here
φ takes values in formal Laurent series Z[[q−1, q]] (2 points).

Problem 15. Let M be an R-module, where R is commutative. Suppose
that for every ideal I ⊂ R, any R-linear map I →M can be extended to an
R-linear map R→M . Show that M is injective (2 points).

Problem 16. Let R be a Dedekind domain and let M be a finitely gener-
ated R-module. Show that M is projective⇔M is torsion-free (3 points).

Problem 17. Let g be a Lie algebra (over a field k). Consider a sequence

g∗
d−→Λ2g∗

d−→Λ3g∗
d−→ . . . ,

where Λrg∗ is the space of skew-symmetric r-linear forms on g and the
differential is defined as follows:

dc(g1, . . . , gr+1) =
∑

1≤i<j≤r+1

(−1)i+j−1c([gi, gj ], g1, . . . , ĝi, . . . , ĝj , . . . , gr+1).

(a) Show that d is well-defined (i.e. takes skew-symmetric forms to skew-
symmetric forms). (b) Show that d2 = 0. (c) Cohomology groups H i(g, k)
of this complex are called cohomology groups of a Lie algebra (with trivial
coefficients). Compute H•(sl2, k) (3 points).

Problem 18. (Bar complex - do this exercise if you are interested in future
exercises on Hochschild cohomology). Let k be a commutative ring and let
A be a k-algebra. Consider the following sequence of k-modules and k-
linear maps

. . . A⊗4 b3−→A⊗3 b2−→A⊗2 b1−→A, (46.2)
where all tensor products are over k. Here b1 is the multiplication map and,
more generally, the maps bn : A⊗(n+1) → A⊗n are defined as follows:

bn(a0 ⊗ a1 ⊗ . . .⊗ an) =
n−1∑
i=0

(−1)ia0 ⊗ . . .⊗ (aiai+1)⊗ . . .⊗ an.

(a) Show that (46.2) is a complex. (b) Show that (46.2) is an exact sequence
by checking that the map

h(a1 ⊗ . . .⊗ an) = 1⊗ a1 ⊗ . . .⊗ an
provides a homotopy, i.e. bh+ hb = Id (3 points).
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HOMEWORK 2. DEADLINE: FEBRUARY 24.

Problem 1. Find the left adjoint functors of the following forgetful func-
tors (a) Ab → Sets; (b) Top → Sets; (c) (Associative k-algebras)→
Vectk (1 point).

Problem 2. Find the left adjoint functors of the following functors that
give fully faithful embeddings of categories. Part of this problem is to
define these categories (especially morphisms!) (a) Fields → Domains;
(b) Ab → Groups; (c) CompleteMetricSpaces → MetricSpaces
(1 point).

Problem 3. Find a right adjoint functor of (a) A functor Top → Top
that maps X to X × S1; (b) duality functor ∗ : Vectk → (Vectk)op

(1 point).
Problem 4. Give an example of a functor that has neither left nor right

adjoint. (1 point).
Problem 5. Let M be an R-module. Show that any two injective resolu-

tions of M are homotopy equivalent. (1 point)
Problem 6. Show that any projective R-module is flat. Is any injective

R-module flat? (1 point)
Problem 7. Let Z ⊂ Y ⊂ X be closed subspaces of a topological space.

Show that there exists an exact sequence of relative singular homology
groups

. . .→ Hi(X,Y ; Z)→ Hi−1(Y, Z; Z)→ Hi−1(X,Z; Z)→ Hi−1(X,Y ; Z)→ . . .

(1 point).
Problem 8. Let G be a divisible Abelian group. Show that G = V ⊕ T ,

where V is a Q-vector space and T is a torsion subgroup of G (1 point).
Problem 9. Let H ⊂ G be finite groups. (a) Consider the following func-

tors between categories of finite-dimensional representations:

Res : G-mod→ H-mod and Ind : H-mod→ G-mod,

where Res is a forgetful functor and Ind sends an H-module V to an in-
ducedG-module C[G]⊗C[H]V . Show that Ind a Res (Frobenius reciprocity).
(b) Let W be an irreducible G-module. Show that dimWH is equal to the
multiplicity of W in C[G/H] (formal linear combinations of cosets with a
natural G-action). (1 point).

Problem 10. Consider a functor F : A → B between Abelian categories.
Show that if F has a right adjoint then F is right exact, and if F has a left
adjoint then F is left exact. (2 points).

Problem 11. LetR be a commutative ring. For anyR-moduleE, letE∨ =
HomZ(E,Q/Z) be the dual R-module. (a) Show that 0→ A→ B → C → 0
is exact if and only if 0 → C∨ → B∨ → A∨ → 0 is exact. (b) Let F be a
flat R-module and let I be an injective R-module. Show that HomR(F, I) is
injective. (c) Show that an R-module E is flat if and only if E∨ is injective.
(2 points)

Problem 12. (a) Let X be a topological space. We define a cone CX over
X as a topological space obtained from the cylinderX×[0, 1] by identifying
all points in X × {1}. The topology is the weakest topology such that the
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map X × [0, 1] → CX is continuous. Show that Hsing
0 (CX,Z) = Z and

Hsing
i (CX,Z) = 0 for i > 0 (b) Let X be a simplicial complex. We define a

cone CX over X as a simplicial complex with one extra vertex ∗ (the apex
of the cone). The n-simplices of CX are either n-simplices of X or subsets
I ∪ {∗}, where I is an (n − 1)-simplex of X . Show that Hsimp

0 (CX,Z) = Z
and Hsimp

i (CX,Z) = 0 for i > 0. (2 points).
Problem 13. Consider short exact sequences 0→ N → P →M → 0 and

0 → N ′ → P ′ → M → 0, with P and P ′ projective. Show that P ⊕ N ′ '
P ′ ⊕N (2 points).

Problem 14. This problem relies heavily on Problem 10 from HW 1. Let
G be a group. For any n ≥ 0, let (BG)n = Gn. For any non-decreasing
monotonous map f : {0, 1, . . . ,m} → {0, 1, . . . , n}, let

BG(f) : (BG)n → (BG)m, BG(f)(g1, . . . , gn) = (h1, . . . , hm),

where

hi =
f(i)∏

j=f(i−1)+1

gj , hi = e if f(i− 1) = f(i).

(a) Show that BG is a simplicial set. Its geometric realization is called the
classifying space of G. (b) Now also fix an Abelian group A. Write down an
explicit complex that computes H•(BG,A). (2 points).

Problem 15. LetA be an Abelian category. ItsK-groupK(A) is an Abelian
group generated by symbols [M ] for each objectM ofA, subject to relations
[M ] = [M ′]+[M ′′] for each exact sequence 0→M ′ →M →M ′′ → 0. Com-
pute K-groups of the category of (a) finite-dimensional k-vector spaces;
(b) finitely generated modules over C[x]; (c) finite-dimensional complex
representations of S3. (2 points).

Problem 16. Consider functors F : C → D, G : D → C between cate-
gories. Show that they are adjoint if and only if there exist natural transfor-
mations

σ : FG→ IdD, τ : IdC → GF

such that compositions

F
F◦τ−→FGF

σ◦F−→F and G
τ◦G−→GFG

G◦σ−→G

are identity transformations (3 points).
Problem 17. Let Kom+ be the category of cochain complexes (C•, d) of

R-modules such that Ci = 0 for i < 0. Show that (C•, d) is a projective
object of Kom+ if and only if the following conditions are satisfied: (1)
every Cn is projective; (2) Hn(C•) = 0 for n > 0; (3) Ker dn is a direct
summand of Cn for any n. (3 points).

Problem 18. Show that the category Kom+ of the previous exercise has
enough projective objects (3 points).
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HOMEWORK 3. DEADLINE: MARCH 9.

In these exercises R is a commutative ring with unity and M is an R-
module.

Problem 1. Consider cohomology H•(C) of the cochain complex C• as a
complex with trivial differentials. Is it true that C• and H•(C) are always
homotopy equivalent? (1 point).

Problem 2. Suppose R is Noetherian and let K(x1, . . . , xn) be the Koszul
complex of elements x1, . . . , xn ∈ R. (a) Let r(x1, . . . , xn) be the minimal
integer r such that HrK(x1, . . . , xn) 6= 0. Show that

r(x1, . . . , xn) = r(x1, . . . , xn, 0, . . . , 0).

(b) Suppose x1, . . . , xs is a maximal regular sequence in the ideal (x1, . . . , xn).
Then

H iK(x1, . . . , xn) =

{
0 i < s
(x1,...,xs):(x1,...,xn)

(x1,...,xs)
6= 0 i = s

(c) Suppose that y1, . . . , ys ∈ (x1, . . . , xn). Show that Koszul complexes
K(x1, . . . , xn, y1, . . . , ys) andK(x1, . . . , xn, 0, . . . , 0) (s zeros) are isomorphic.
(d) Finish the proof of Theorem 18.10 (3 points).

Problem 3. (a) Let x1, . . . , xn ∈ R be a regular sequence. Show that
xa1

1 , . . . , x
an
n is a regular sequence for any integers a1, . . . , an assuming R

is local. (b) The same problem but for any R. (2 points).
Problem 4. Let R = k[x1, . . . , xn]. We can view k as an R-module via

k = R/(x1, . . . , xn). Compute TorRi (k, k) (1 point).
Problem 5. Let I, J ⊂ R. Show that TorR0 (R/I,R/J) ' R/(I + J),

TorR1 (R/I,R/J) ' (I ∩ J)/(IJ) (1 point).
Problem 6. Compute TorZ4

i (Z2,Z2) (1 point).
Problem 7. Compute TorZ

i (Zn,Zm), ExtiZ(Zn,Zm) (1 point).
Problem 8. Show that the following conditions are equivalent (2 points)
• M is projective.
• Exti(M,N) = 0 for i > 0 and any R-module N .
• Ext1(M,N) = 0 for any R-module N .

Problem 9. Show that the following conditions are equivalent (1 point)
• M is flat.
• Tori(N,M) = 0 for any i > 0 and any R-module N .

Problem 10. Show that the following conditions are equivalent (2 points)
• M is flat.
• I ⊗M → IM , a⊗m 7→ am, is an isomorphism for any ideal I ⊂ R.
• Tor1(R/I,M) = 0 for any ideal I ⊂ R.
• Tor1(N,M) = 0 for any finitely generated R-module N .

Problem 11. (2 points) Let I, J ⊂ R = k[x1, x2, x3, x4] be the following
ideals:

I = (x1 − x3, x2 − x4), J = (x1, x2) ∩ (x3, x4).
Compute ∑

i≥0

(−1)i dimk TorRi (R/I,R/J).
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(Remark: in algebraic geometry, this expression (Serre’s multiplicity formula)
computes the intersection number of subvarieties V (I), V (J) ⊂ A4.)

Problem 12. Let B be an Abelian group and let T (B) ⊂ B be the torsion
subgroup (consisting of all elements of finite order). Show that T (B) '
TorZ

1 (B,Q/Z) (1 point).
In exercises 13 and 14, we consider a mapping cone M(α) of a map of

chain complexes α : F• → G• (as opposed to cochain complexes consid-
ered in class). It is defined as M(α)i = Fi−1 ⊕ Gi, with a differential given

by the matrix
[
−dF 0
−α dC

]
.

Problem 13. By analogy with a topological mapping cone described in
class, define a mapping cone Z for an inclusion f : X → Y of simplicial
complexes. Z should be a simplicial complex. LetM• be a mapping cone of
a map of chain complexes Csimp• (X,Z) → Csimp• (Y,Z). Show that we have
an exact sequence

0→ Z→ Csimp• (X,Z)→M• → 0

where Z is a complex concentrated in degree 0 (1 point).
Problem 14. Given a map f :, B → C of chain complexes, let v denote the

inclusion of C intoM(f). Show that there is a chain homotopy equivalence
M(v)→ B[−1] (1 point).

Problem 15. Let R be a k-algebra with 1 over a field k. Recall that M is
called anR-bimodule if it has structures of both a left and a rightR-module
such that (rm)s = r(ms) for any r, s ∈ R, m ∈ M . An example of an R-
bimodule is R itself. (a) Show that an R-bimodule M is the same thing as a
Re-module, where Re := R⊗k Rop is called an enveloping algebra of R. Here
Rop is equal to R as a set, but has an opposite multiplication r ◦ s = sr. We
define Hochschild cohomology

HHn(R,M) = ExtnRe(R,M).

(b) To compute Hochschild cohomology, we need a projective resolution of
R as an R-bimodule (i.e. as a Re-module). Show that one choice is given
by the bar resolution (46.2). (c) More concretely, deduce that HHn(R,M)
can be computed as cohomology of a complex Cn = Homk(R⊗n,M) (and
C0 = M ) with the differential d : Cn → Cn+1 given by formula

(df)(a1 ⊗ . . .⊗ an+1) = a1f(a2 ⊗ . . .⊗ an+1)

−f((a1a2)⊗ . . .⊗ an+1) + f(a1 ⊗ (a2a3)⊗ . . .⊗ an+1)
+ . . .+ (−1)nf(a1 ⊗ . . .⊗ (anan+1))− (−1)nf(a1 ⊗ . . .⊗ an)an+1.

(2 points)
Problem 16. [Hochschild – continued] (a) Show that

HH0(R,M) = {m ∈M | rm = mr}.
(b) A map f : R → M is called a derivation if it satisfies the Leibniz rule
f(rs) = rf(s) + f(r)s. An example is an inner derivation, which has form
f(r) = rm−mr for some m ∈ R. Show that

HH1(R,M) = {derivations R→M}/{inner derivations}.
(c) Compute HH1(k[x], k[x]). (2 points)
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Problem 17. [Hochschild – continued] Let k[[q]] be the ring of formal
power series in q. Let R[[q]] = R ⊗k k[[q]]. A formal deformation of R is a
unital k[[t]]-algebra structure on R[[t]] such that the product

R[[q]]⊗k[[q]] R[[q]]→ R[[q]]

has the form

a⊗ b 7→ ab+m1(a, b)q +m2(a, b)q2 + . . .

for any a, b ∈ R (here mi(a, b) ∈ R). Show that the class of m1 belongs to
HH2(R,R) (and so this Hochschild cohomology group parametrises infin-
itesimal deformations of R) (1 point)
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HOMEWORK 4. DEADLINE: MARCH 30.

Problem 0. Suppose F : A → B is an additive functor between abelian
categories that sends short exact sequences to short exact sequences. Show
that F sends arbitrary exact sequences to exact sequences. (1 point).

Problem 1. Prove the inductive step in Claim 22.7 (1 point).
Problem 2. Prove the base of induction in Claim 22.9 (1 point)
Problem 3. Consider an abelian category with enough projective objects.

A chain complex . . . → Q2
d2−→Q1

d1−→Q0 → 0 is called split-exact if the
following is true: each Qi ' Ai ⊕ Bi, di|Ai = 0, di|Bi is an isomorphism
with Ai−1, and B0 = 0. Using horseshoe lemma, show that for any exact
sequence

. . .→ X2 → X1 → X0 → 0, (46.3)

there exist projective resolutions . . . → P2i → P1i → P0i → Xi → 0 of each
Xi, and maps of chain complexes . . . → P•2 → P•1 → P•0 → 0 extending
(46.3), such that the sequence . . . → Pk,2 → Pk,1 → Pk,0 → 0 is split exact
for any k (1 point).

Problem 4. Let F : R-mod→ S-mod be an additive functor. Show that
F commutes with taking direct sums. More generally, show that F takes
split-exact sequences to split-exact sequences (1 point).

Problem 5. Let A be an abelian category with enough projective objects.
Let F : A → B be a covariant right-exact functor. An object A ∈ A is called
F-acyclic of LiF(A) = 0 for any i > 0. (a) Let (46.3) be an exact sequence
of F-acyclic objects. Show that . . . → F (X2) → F (X1) → F (X0) is also
exact. (b) Let A be any object of A and consider its F-acyclic resolution
→ X2 → X1 → X0 → A → 0, i.e. an exact sequence where all objects Xi

are F-acyclic. Show that LiF(A) is isomorphic to the i-th homology of the
complex . . . → F(X2) → F(X1) → F(X0) → 0. Formulate consequences
for computing Tor (2 points).

Problem 6. In this exercise we explore interpretation of Ext1(M,N) as
isomorphism classes of extensions 0→ N → E → M → 0. We work in the
categoryR-mod. (a) Construct operations on extensions that reflect the fact
that Ext1(M,N) is is a contravariant functor of M and a covariant functor
of N . (b) Given two extensions E and E′ of N by M , we can take direct
sums to obtain 0 → N ⊕ N → E ⊕ E′ → M ⊕M → 0. Using functori-
ality with respect to the diagonal map N → N ⊕ N and the “summation”
map M ⊕M → M , (m1,m2) 7→ m, construct an extension of N by M , de-
noted E⊕E′ (called the Baer sum). Show that it corresponds to the additive
structure on Ext1(M,N) (2 points).

Problem 7. Consider the “horizontal” spectral sequence of a double com-
plex. Show that an element x0 ∈ Kp,q represents an element of Ep,qr if and
only if there exists a zig-zag

x1 ∈ Kp+1,q−1, x2 ∈ Kp+2,q−2, . . . , xr−1 ∈ Kp+r−1,q−r+1

such that

d′′(x0) = 0, d′x0 = −d′′x1, . . . , d
′xr−2 = −d′′xr−1
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Moreover, if this is the case then dr[x0] = [d′xr−1] (1 point).
Problem 8. Let X be a topological space. Show that its singular homol-

ogy with coefficients in Z and in Zm are related as follows: one has an exact
sequence

0→ Hsing
n (X,Z)⊗ Zm → Hsing

n (X,Zm)→ TorZ
1 (Hsing

n−1 (X,Z),Zm)→ 0

(2 points)
Problem 9. Let X• and Y • be complexes of R-modules concentrated

in non-negative degrees. Their tensor product (X ⊗R Y )• is a total com-
plex of a double complex Kpq = Xp ⊗ Y q with differentials dX ⊗ IdY and
(−1)pIdX⊗dY . (a) Show that this is a double complex. (b) Show that ifR =
k is a field then the spectral sequence of the double complex degenerates
at E2 and one has (not canonically) Hn(X ⊗ Y ) ' ⊕p+q=nHp(X)⊗Hq(Y ).
(c) Let X and Y be manifolds. Show that

Hn
dR(X × Y,R) '

⊕
p+q=n

Hp
dR(X,R)⊗Hq

dR(Y,R)

(2 points).
Problem 10. Show that Koszul complex K(x1, . . . , xn) is isomorphic to

the tensor product of complexes K(x1)⊗R . . .⊗R K(xn) (1 point).
Problem 11. Consider a fibration S2n+1 → CPn,{

(z0, . . . , zn) ∈ Cn+1 |
∑
i

|zi|2 = 1

}
→ {[z0 : . . . : zn] ∈ Pn} .

Use Leray spectral sequence to compute de Rham cohomology of CPn (1 point).
Problem 12. Using the action of SUn on S2n−1, compute de Rham coho-

mology of SU2, SU3, SU4 (1 point).
Problem 13. Let M be a simply-connected manifold. Let E → M be an

Sr-bundle. Use the Leray spectral sequence to deduce the following exact
sequence:

. . .→ Hn
dR(E,R)→ Hn−r

dR (M,R)→ Hn+1
dR (M,R)→ Hn+1

dR (E,R)→ . . .

(1 point)
Problem 14. (a) Show that all pages Er of the Leray spectral sequence

admit an associative multiplicationEp,qr ×Ep
′,q′
r → Ep+p

′,q+q′
r such that dr is

an antiderivation. (b) Describe the multiplicative structure onH•dR(CPn,R).
(c) Describe the multiplicative structure on H•dR(SUn,R) (2 points).

Problem 15. Let X be a simply-connected topological space with a base
point ∗. Let P (X) (resp. Ω(X)) be the path space (resp. the loop space),
i.e. the space of all continuous maps f : [0, 1] → X such that f(0) = ∗
(resp. f(0) = f(1) = ∗). Notice that we have a fibration P (X) → X with
a fiber over ∗ given by Ω(X). Even though these spaces are not manifolds,
there still exists the Leray spectral sequence for singular cohomology (don’t
prove that). Compute H∗sing(Ω(S2),Z) as a ring (2 points).

Problem 16. A covariant δ-functor T i : A → B is called universal if,
given any other δ-functor T ′, any natural transformation f0 : T 0 → T ′0 can
be extended to a unique sequence of natural transformations f i : T i → T ′i,
which commute with δ for any short exact sequence. Grothendieck proved
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that T is universal if each T i for i > 0 satisfies the following condition: for
each object A of A, there exists a monomorphism u : A → M such that
T iu = 0. Using Grothendieck’s theorem, show that right derived functors
of any left exact functor form a universal δ-functor (2 points).

Problem 17. Show that the spectral sequence of a filtered complex K
induces the following 5-term exact sequence

0→ E1,0
2 → H1(K)→ E0,1

2
d2−→E2,0

2 → H2(K)

assuming all pages of the spectral sequence are in the first quadrant (1 point).

Problem 18. Let M ⊂ CPnz0,...,zn ×CPnw0,...,wn be a hypersurface
n∑
i=0

ziwi =

0. Find its Betti numbers (i.e. dimensions of de Rham cohomology groups)
(1 point).

Problem 19. Let R→ S be a ring homomorphism, let A be an S-module
and let B be an R-module. (a) Show that there exists a spectral sequence
with anEp,q2 term given by ExtpS(A,ExtqR(S,B)) that abuts to Extp+qR (A,B).
Hint: use a projective resolution ofA and an injective resolution ofB to cre-
ate a double complex. (b) Similarly, show that there is a spectral sequence
TorSp (TorRq (S,B), A)⇒ TorRp+q(B,A). (2 points).

Problem 20. Let (K•, d) be any cochain complex. Consider its filtration
given by K ⊃ Ker d ⊃ Im d. Describe the corresponding spectral sequence,
and in particular show that d3 = 0 (1 point).

Problem 21. Fix an integer p and consider a complex K given by

0→ Z⊕ Z (p,0)−→Z→ 0.

K has an endomorphism f : K → K given by multiplication by p. Define a
filtration of K by FnK = Im(fn). Work out all pages of the corresponding
spectral sequence (2 points).

Problem 22. (a) Compute de Rham cohomology with complex coeffi-
cients of CP1 \ {p1, . . . , pn} (n distinct points). (b) Let M0,n be the orbit
space

{(p1, . . . , pn) ∈ (CP1)n | pi 6= pj}/PGL2 .

Show that M0,n is isomorphic to a Zariski open subset in Cn−3. (c) Show
that the Leray–Hirsch theorem can be applied to the fibration M0,n →
M0,n−1 given by forgetting the last point. What is the fiber of this fibra-
tion? (d) Show that dimCH

n−3
dR (M0,n,C) = (n− 2)! (3 points).
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HOMEWORK 5. DEADLINE: APRIL 13.

Problem 1. Give an example of a morphism of sheaves F → G such that
the image presheaf is not a sheaf (1 point).

Problem 2. Show that the sheaf can be defined on the basis of topology
as discussed in class (1 point).

Problem 3. Show on examples that (a) the functor of global sections of
sheaves; (b) the pushforward of sheaves are not exact functors (1 point).

Problem 4. Finish the proof of the theorem that the category of vector
bundles of rank n and the category of locally free sheaves of rank n (on
complex manifolds) are equivalent (1 point).

Problem 5. (a) Given a morphism of sheaves F → G, show that (a) the
kernel presheaf is a sheaf; (b) the kernel sheaf is zero if and only if Fx
injects into Gx for any x ∈ X . (c) Show that the complex of sheaves is exact
if and only if it is exact on stalks. (2 points).

Problem 6. Let π : E → B be a sphere bundle, i.e. a fiber bundle with
fiber Sk. Let’s call π orientable if there exists an atlas {Uα} and trivializa-
tions τα : π−1(Uα) → Uα × Sn such that transition functions gαβ = τβτ

−1
α

on overlaps induce orientation-preserving diffeomorphisms of fibers. (a)
Show that π is orientable if and only if the monodromy representation
is trivial. (b) Show that if π1(B) has no subgroups of index 2 then π is
orientable. (c) Show that if π is orientable then there exists a class e ∈
Hk+1
dR (B,R), called an Euler class such that one has the following exact se-

quence

. . .→ Hn
dR(E,R)→ Hn−k

dR (M,R) e∧−→Hn+1
dR (M,R)→ Hn+1

dR (E,R)→ . . .

(2 points).
Problem 7. Let L → B be a complex line bundle over a complex mani-

fold B. Viewing L as a rank 2 real vector bundle, remove the zero-section
and take the quotient R2 \ {0} → S1 of each fiber by the scalar action of the
multiplicative group R+. (a) Show that this gives an orientable S1-bundle
E → B. Its Euler class e ∈ H2

dR(B,R) is called the Chern class of L. (b) Let
O(−1) be the line bundle over CP1 defined as follows: its fiber over p ∈ CP1

is the complex line in C2 that corresponds to p. Find a 2-form on CP1 that
represents the Chern class of O(−1) (2 points).

Problem 8. Show that a constant sheaf of stalk Z is a sheafification of a
constant presheaf of stalk Z (1 point).

Problem 9. Show that a morphism of sheaves is an isomorphism if and
only if it is both injective and surjective (1 point).

Problem 10. (a) Give a definition for a subsheaf F of G and for a quotient
sheaf G/F (b) Let φ : F → G be a morphism of sheaves. Show that Imφ '
F/Kerφ and Cokerφ ' G/ Imφ (1 point).

Problem 11. Let {Fi} be a direct system of sheaves and morphisms of
sheaves. (a) Show that U 7→ lim

→
Fi(U) is a presheaf. (b) Show that its

sheafification is a direct limit in the category of sheaves (i.e. satisfies the
universal property of a direct limit) (1 points).



MATH 797 – HOMOLOGICAL METHODS 75

Problem 12. LetF be the presheaf of part (a) of the previous problem. (a)
Show that F is not necessarily a sheaf. (b) Show that F is a sheaf if X is a
Noetherian topological space, i.e. its closed subsets satisfy the descending
chain condition. (3 points).

Problem 13. Let s ∈ F(U) be a local section of a sheaf F . Its support
Supp(s) is defined as a locus of points p ∈ U such that sP 6= 0. Show that
Supp(s) is closed (1 point).

Problem 14. Let F ,G be sheaves on X . (a) Show that the set of mor-
phisms Hom(F ,G) is an Abelian group. (b) Show thatU 7→ Hom(F|U ,G|U )
is a sheaf, called the sheaf Hom(F ,G) of local morphisms. (c) Show that
Hom(F , ·) (resp.Hom(F , ·)) is a left-exact functor from the category of sheaves
on X to the category of Abelian groups (resp. sheaves on X). (2 points).

Problem 15. Let X be a connected topological space. Show that the con-
stant sheaf of stalk Z is flasque if and only if X is an irreducible topological
space, i.e. X can not be expressed as a union of two proper closed subsets
(1 point).

Problem 16. Is it true that the quotient of a flasque sheaf by a flasque
subsheaf is flasque (1 point)?

Problem 17. Let F be a sheaf which is injective as an object in the cate-
gory of sheaves. Show that F is flasque (2 points).

Problem 18. Show that the structure sheaf O of holomorphic functions
on C is not flasque (1 point).

Problem 19. Let f : X → Y be a continuous map of topological spaces.
Let G be a sheaf on Y . The inverse image sheaf f−1(G) is the sheafification
of the presheaf U 7→ lim

f(U)⊂V
G(V ), where the direct limit is over all open

subsets of Y containing f(U). Show that this gives a functor from sheaves
on Y to sheaves on X , which is a left adjoint functor of the pushforward
functor f∗ from sheaves on X to sheaves on Y (2 points).

Problem 20. Let . . .F2 → F1 → F0 → 0 be an exact sequence of sheaves.
Show that there exists a spectral sequence in the second quadrant with
Epq1 = Hq(X,F−p) which abuts to 0 (2 points).
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HOMEWORK 6. DEADLINE: MAY 4.

We will have a final exam (of sorts): along with Homework 6 you can submit
any problems from the previous homeworks worth 2 or more points. There will be
no partial credit, i.e. all parts have to be solved. However, you can finish problems
that you have already partially submitted for the rest of the credit.

Problem 1. LetX be a manifold with covering {Ui} such that all finite in-
tersections of Ui’s are contractible. Show that there exists a double complex
with

Cpq =
⊕

i0<...<ip

Aq(Ui0 ∩ . . . ∩ Uip)

where horizontal differentials are Čech differentials and vertical differen-
tials are de Rham differentials. Conclude that Hn

dR(X,C) ' Hn
U (X,C).

(1 point).
Problem 2. Let L be a complex line bundle on a smooth manifoldX with

transition functions gαβ with respect to a sufficiently fine open covering
U = {Uα}. Let ρα be a partition of unity with respect to U . Show that the
first Chern class c1(L) ∈ H2(X,Z) is represented by the following closed
2-form in H2

dR(X,C):

ω|Uα =
1

2πi

∑
γ

d(ργd log gαγ).

(2 points).
Problem 3. Let X be a complex Riemann surface and let D =

∑k
i=1 aipi

be a divisor on X , i.e. a collection of points p1, . . . , pk ∈ X with multiplic-
ities. Let OX(D) be a sheaf on X defined as follows: for any open subset
U ⊂ X ,OX(D)(U) is the set of meromorphic functions f onU holomorphic
outside of {p1, . . . , pk} and such that near each pi with can use a holomor-
phic coordinate z to write f = z−aig, where g is holomorphic. (a) Show that
OX(D) is a sheaf of holomorphic sections of a holomorphic line bundle L.
(b) Let ω ∈ H2

dR(X,C) be a form representing the first Chern class of L. Use
the Stokes formula to show that∫

X
ω =

k∑
i=1

ai.

(Hint: it is will be convenient not to use the output of the previous problem
directly, but rather to tinker with its proof a little bit). (2 points).

Problem 4. Is the category of presheaves abelian? Find the right-adjoint
of the sheafification functor. Is sheafification (left,right) exact? (1 point).

Problem 5. Let X be a C∞ manifold. Show that real line bundles on X
are classified (up to an isomorphism) by elements of the group H1(X,Z2)
(1 point).

Problem 6. ConsiderX = CP1 with Zariski topology (i.e. a proper subset
is closed if and only if it is finite). Let K be a field of rational functions in
one variable. We view K as a constant sheaf on CP1. (a) Show that X
carries a structure sheaf OX defined as follows: OX(U) ⊂ K is a subring
which consists of functions without poles in U . (b) Show that 0 → OX →
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K → K/OX → 0 is a flasque resolution of OX . (c) Use part (b) to show that
H i(X,OX) = 0 for i > 0. (2 points).

Problem 7. In the set-up of the previous problem, show that there is no
sheaf ofOX -modules P with surjection P → OX such that P is a projective
object in the category of OX -modules (2 points).

Problem 8. Let R be a commutative ring. Recall that an affine scheme
SpecR is the set of prime ideals ofR endowed with Zariski topology: closed
subsets Z ⊂ SpecR are subsets of the form V (I) = {p ∈ SpecR | p ⊃ I} for
various ideals I ⊂ R. (a) Show that Zariski topology has a basis of principal
open sets Df = {p ∈ SpecR | f 6∈ p} for f ∈ R. (b) Show that X = SpecR
carries a structure sheafOX with the following property: OX(Df ) = Rf for
any f ∈ R, where Rf = R[1/f ] is the localization of R in the multiplicative
system {1, f, f2, f3 . . .}. Moreover, the stalk ofOX at p ∈ SpecR is the local
ring Rp. (2 points).

Problem 9. Consider the category of filtered abelian groups: objects are
abelian groups A along with an increasing filtration . . . ⊂ Ai ⊂ Ai+1 ⊂
. . . ⊂ A and morphisms are homomorphisms preserving filtration. Show
that this category is not abelian (1 point).

Problem 10. (a) Show that the push-forward of a flasque sheaf is flasque.
(b) Let i : Y ↪→ X be a closed subset of a topological space (with induced
topology) and let F be a sheaf on Y . Show that Hk(Y,F) is isomorphic to
Hk(X, i∗F) (2 points).

Problem 11. Let F be a flasque sheaf on a topological space. Let U =
{Uα} be an arbitrary covering. Show that Čech cohomology groupsH i

U (X,F)
vanish for i > 0. (1 point).

In problems 12–15, (X,OX) is an arbitrary ringed space.
Problem 12. Show that the category of sheaves ofOX -modules is abelian

and has enough injectives (1 point).
Problem 13. A sheaf F of OX -modules is said to be generated by global

sections if, for any point x ∈ X , there exist global sections si ∈ Γ(X,F),
i ∈ I , such that the stalk Fx is generated by germs (si)x as anOX,x-module.
Show that F is generated by global sections if and only if F is isomorphic
to a quotient sheaf of a free sheaf (1 point).

Problem 14. Let F , G be sheaves of OX -modules. Show that one has a
presheaf U 7→ F(U) ⊗O(U) G(U), which however is not always a sheaf. Its
sheafification is denoted by F ⊗OX G (2 points).

Problem 15. Let F be a sheaf of OX -modules. We define Exti(F , ·) as
a right derived functor of Hom(F , ·) and we define Exti(F , ·) as a right
derived functor of Hom(F , ·) (cf. Exercise 14 of the previous homework).
(a) Show that Ext0(OX ,G) = G, Exti(OX ,G) = 0 for i > 0. (b) Show that
Exti(OX ,G) ' H i(X,G). (c) Let 0 → F ′ → F → F ′′ → 0 be an exact
sequence of sheaves. Deduce the following long exact sequences

. . .→ Exti(F ′′,G)→ Exti(F ,G)→ Exti(F ′,G)→ Exti+1(F ′′,G)→ . . .

and

. . .→ Exti(F ′′,G)→ Exti(F ,G)→ Exti(F ′,G)→ Exti+1(F ′′,G)→ . . .

(2 points).



78 MATH 797 – HOMOLOGICAL METHODS

Problem 16. Let A be an abelian category with enough injectives. Show
that any cochain complex A• of objects of A has a Cartan–Eilenberg resolu-
tion: a double complex I•,• in the upper-half plane such that all Ip,q are
injective; vertical cohomology groups vanish for q > 0 and are equal to Ap

for q = 0; p-th column of horizontal coboundaries gives an injective resolu-
tion of coboundary in Ap; p-th column of horizontal cohomologies gives an
injective resolutions of Hp(A). (1 point).

Problem 17. LetG : A → B, F : B → C be left-exact covariant functors of
abelian categories with enough injectives. SupposeG takes injective objects
of A into F -acyclic objects of B. Use the previous exercise to show that for
any object X of A there exists a spectral sequence with

Ep,q2 = RqF (RpG(X)) ⇒ Rp+q(FG)(X)

(Grothendieck’s spectral sequence of a composite functor). (2 points).
Problem 18. Let π : X → Y be a continuous map of topological spaces

and let F be a sheaf on X . Show that there exists a Leray spectral sequence
with

Epq2 = Hq(Y,Rqπ∗F) ⇒ Hp+q(X,F),
where Rqπ∗ is the right-derived functor of the push-forward. (2 points).

Problem 19. LetF , G be sheaves ofOX -modules on a ringed space (X,OX).
Show that there exists a local2global spectral sequence with

Epq2 = Hq(X, Extp(F ,G)) ⇒ Extp+q(F ,G)

(2 points).
Problem 20. Let G be a group and let A be a G-module. We define group

cohomology
Hn(G,A) = ExtnZ[G](Z, A),

where Z is a trivial G-module. (a) Show that Hn(G,A) computes the right
derived functor of a left-exact covariant functorA 7→ AG (from the category
of G-modules to the category of Abelian groups). (b) Let G = Z and let
A = Z be a trivial G-module. Compute Hn(G,A) (2 points).

Problem 21. Let H be a normal subgroup of a group G. Let A be a G-
module. Show that there exists a Hochschild–Serre spectral sequence with

Ep,q2 = Hq(G/H,Hp(H,A)) ⇒ Hp+q(G,A).

(2 points).
Problem 22. Let π : E → B be a fiber bundle with fiber F in the cate-

gory of smooth manifolds. We define a sheaf Rkπ∗(E,R) on B as a sheaf
associated to a presheaf U 7→ Hk

dR(π−1(U),R). (a) Show that Rkπ∗(E,R)
is locally constant with stalk Hk

dR(F,R), i.e. there exists a covering {Ui} of
B such that Rkπ∗(E,R)|Ui is a constant sheaf of stalk Hk

dR(F,R). (b) Show
that Rkπ∗(E,R) is a constant sheaf for any k if and only if there is no mon-
odromy. (1 point).

Problem 23. Let F be a sheaf on a topological space X . Consider the
set of all coverings of X as a partially ordered set ordered by refinement.
(a) Show that Čech cohomology {H•U (X,F)}U forms a direct system. Let

H•Čech(X,F) = lim
→
U

{H•U (X,F)}U .
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(b) Show that H•(X,F) ' H•
Čech

(X,F) (2 points).


