
ST505/697R: Applied Regression Analysis. Fall 2012

Meets: MWF 12:20 - 1:10, LGRT 219
Instructor: John Buonaccorsi Office: LGRT 1435K Phone: 545-2809
email:johnpb@math.umass.edu (or johnpb@mathstat.umass.edu)
website: http://www.math.umass.edu/∼johnpb/s505.html

TEXT (Required! We will make constant use of it): Applied Linear Regression
Models by Kutner, Nachsteim and Neter (4th edition) or Applied Linear Statistical Models
by Kutner, Nachtsteim, Neter and Li (5th edition). Both published by McGraw-Hill/Irwin.
NOTE on the book(s). The first 14 chapters of Applied Linear Statistical Models (ALSM)
are EXACTLY equivalent to the 14 chapters that make up Applied Linear Regression Models,
4th ed., with the same pagination. The second half of ALSM covers experimental design and
the analysis of variance and is used in our ST506. If going to take ST506 or you want to
have the added design material for a modest additional course you should buy the Applied
Linear Statistical Models (but it is a large book).

PREREQUISITES: Previous coursework in Probability and Statistics, including knowl-
edge of estimation, confidence intervals, and hypothesis testing and its use in at least one
and two sample problems; e.g., ST516, or ST501 or equivalent. You must be familiar with
these statistical concepts beforehand. ST515 by itself is NOT a sufficient background
for this course! Familiarity with basic matrix notation and operations is helpful.

COURSE DESCRIPTION: Regression, of one form or another, is the most widely used
statistical technique. In addition to learning about regression methods this course will also
reinforce basic statistical concepts and expose students (for many for the first time) to “sta-
tistical thinking” in a broader context: How do I model things? How do I know if the
assumptions are right? How do I interpret and make use of the results? etc. This is pri-
marily an applied statistics course. While models and methods are written out carefully
with some basic derivations, the primary focus of the course is on the understanding and
presentation of regression models and associated methods, data analysis, interpretation of
results, statistical computation and model building. Topics covered include simple and mul-
tiple linear regression; correlation; the use of dummy variables; residuals and diagnostics;
model building/variable selection, regression models and methods in matrix form; an intro-
duction to weighted least squares, regression with correlated errors and nonlinear (including
binary) regression. There will be abundant data analysis with examples from many different
disciplines A matrix formulation of the linear regression model is given partway through
the course. This is for ease in presenting models and results and understanding some of
the computational documentation, not for proving regression results using matrix theory,
something which is done in ST705.

Computing: Computing will be done using SAS or R. No prior experience is assumed.
Code for running each will be shown and you can choose which to use. There will separate
handouts/classroom discussion on computing.
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Lecture notes: I will post the notes that get used in the lectures beforehand so you can
print them and have them in class if you wish. These have the key components/results but
there will be some further developments and details done in class. The posted notes have
the examples done in SAS (since already set up) which also serve as a place holder for where
examples are discussed. The examples using R will be in a separate posting.

What’s the difference between 505 and 697R? The course is co-listed with two num-
bers. Graduate students register for ST697R, while undergraduates register for ST505.
ST505 counts as an integrative experience (IE) course for undergraduate Math-Stat majors.
The two classes share common lectures but there will be a few differences in homework as-
signments and the undergraduates in ST505 will do an IE project. Because of the IE project
for those in ST505 there will be some topics at the very end of the course that will only be
covered for those in ST697R. Details on the IE component of ST505 will be posted on course
website.

GRADING for ST697R: Two exams: 30% each. Homework: 40%.

GRADING for ST505: Two exams: 30% each. Homework: 28%, IE project: 12%.

Exams:

MIDTERM exam: Wednesday, October 24, 7 - 9 p.m. (Please plan accordingly)

FINAL exam: This will be at the day and time the University schedules the ST505 exam
for. Do not make early travel arrangements for leaving at the end of the semester that may
conflict with the exam date! This is not a reason for which a make up time will be offered.

Make up exams: Make up exams or change in day/time are given only for: i)documented
illness or other critical personal matter where I have been contacted and approved
before the exam!
ii) A conflict between two exams. The University policy is that if a student is scheduled to
take two examinations at the same time, the faculty member teaching the course with the
higher final digit (or digits) in its class number (the unique 5-digit number which represents
a particular section in the Schedule of Classes) is required to offer a make-up examination.
Note: University policy states that on Wed., Thur. or Friday a scheduled evening exam for
a class that meets during the day takes priority over an evening class. On Mon. or Tues.
this priority still holds except in the case of an evening class that meets just once a week, in
which case that class has priority (but this is not true on Wed., Thur. or Friday).

Classroom policies

• Please be on time. Class starts promptly at 12:20. It is disruptive to come in late.

• No cell phones.

• No laptops out and open unless we are doing a class computing session.
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Tentative Syllabus (Detailed reading assignments posted as we progress)

1. An introduction to regression. Motivating examples, an overview of the objectives of regres-
sion analysis.

2. Simple Linear Regression. (Much of Chapters 1 - 4.)
- The regression model (1.1-1.5)
- Estimation of the regression coefficients and error variance (1.6-1.8).
- Inferences for the regression coefficients. (2.1-2.3, 4.1)
- Estimating the expected response at a particular x; one-at-a-time and simultaneous confi-
dence intervals. (2.4, 2.6, 4.2)
- Predicting future observations. (2.5,4.3)
- Inverse prediction and regulation (regulation in notes only)(4.6)
- The Analysis of Variance approach to regression and general linear tests (2.7, 2.8))
- Measures of association, correlation and random predictors. (2.9 - 2.11)
- Assessing model assumptions and a first look at remedial measures. (Parts of Chapter 3)

3. An introduction to multiple linear regression models (section 6.1, description of models in
8.1 and 8.2)

4. Regression models in matrix form. Section 5.1-5.4, the definition of an inverse in 5.6, 5.8-5.9,
6.2)

5. Multiple Linear Regression (5.10-5.13, Chapters 6, 7 and 8)
- Estimation of the regression coefficients and error variance.
- Inferences for the regression coefficients.
- Estimating the expected response at a particular x; one-at-a-time and simultaneous confi-
dence intervals.
- Predicting future observations.
- The Analysis of Variance approach to regression and general linear F-tests

6. More on diagnostics and tests for assessing model assumptions with some on measures to
accommodate violations of usual assumptions. (Chapters 10 and 11)

7. Model building/variable selection (Ch. 9)

8. Autocorrelation in time series data. (Ch. 12)

9. An introduction to nonlinear regression models. (Chapters 13 and 14)

Not all of chapters 6-14 (which appear in items 5-9 above) will necessarily be covered. Explicit
sections/reading will be designated when the time comes.
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