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1. In order to solve the equation

one can use the following fixed-point methd:

T+l = V 2 —+ xy.

Determine an interval [a,b] containing the root such for each xg in
[a, b], the iteration will converge to the root. Prove it.

2. Find the lowest order polynomial p(z) which satisfies the conditions

p(0) =yo, p(0.1)=y1, p'(0)=wvp, p'(0.1)=ny,

for some values yg, y1,vo, and v;. Now, assuming that these values
correspond to those of a given function f(z) € C*°([0,0.1]) and its
derivative, given an estimate of the infinity-norm error over the interval

[0,0.1] between f(z) and p(x).
3. Consider the Secant method for finding a root « of the function f(x).

(a) Use Newton Divided Differences to show that

Th+1 — X = W (@k — @) (Tp-1 — @) .
(b) Suppose
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and show by induction that
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where the sequence zj is defined by

Zk+1 = Rk Rk—1-



4. Consider the quadrature formula

1
1(f) = a0 f(1/2) + a1 (1) ~ / ) da.

where t is in [—1,1]. Find ag, a1 and ¢ such that the quadrature rule
is exact for polynomials of the highest degree possible. Also, what is
the degree?

5. Suppose A is a positive definite matrix: z7Az > 0 for all  # 0. For
n > 2 answer the following

(a) Prove A is non-singular.
(b) Is A a symmetric matrix? If yes, prove it. Otherwise, find a

positive definite matrix which is not symmetric. (Be sure to show
your example is indeed positive definite.)

6. For the ODE ¢/ = f(t,y) with solution y(¢) consider the linear multi-
step numerical method

h
Yn+l = Yn + E(ng(tna yn) - 16f(tn—17 yn—l) + 5f(tn—27 yn—Z));

where n = 0,1,..., and h is a uniform stepsize, i.e., t,11 —t, = h.
Find a formula for the local truncation error and use it to determine
the global order of the method.

7. An n x n complex matrix A is said to be normal if it commutes with
its conjugate transpose, i.e. AA* = A*A, where A* = AT,

(a) Schur’s Theorem states that any complex matrix is unitarily sim-
ilar to an upper triangular matrix. Use Schur’s theorem to prove
the following Spectral Theorem for Normal Matrices for a given
matrix A:

A is normal <= A is unitarily similar to a diagonal matrix

(b) Given any square matrix A it can be shown that

lim AF =0 < p(4) < 1.

k—o0

Here p(A) is the spectral radius of A. Prove this result in the case
where A is assumed to be normal.



