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Each problem is worth 20 point. 70 points are required to pass with at least 25 coming from
question 1 and 2 and 25 coming from question 4 and 5.

1. (L2 weak law of large numbers) LetX1, X2, · · · , Xn be uncorrelated random variables on the
probability space(Ω,F , P ). Assumeµ = E(Xi) and the variance ofX is such that var(Xi) ≤
C < ∞, for i = 1, · · · , n. With Sn = X1 + · · · + Xn, provethat asn → ∞, Sn/n → µ in L2

and in probability.

2. . (Central Limit Theorem) LetX1, · · · , Xn be i.i.d. random variables on the probability space
(Ω,F , P ). AssumeE(Xi) = µ, var(Xi) = σ2 ∈ (0,∞), for any i = 1, · · · , n. With Sn =
X1 + · · ·+ Xn, provethat

Sn − nµ

σ
√

n
⇒ N(0, 1)

whereN(0, 1) is the standard normal distribution, and⇒means to converge weakly or converge
in distribution.

3. (a) Define the characteristic function and moment generating function (Laplace transform) of
a random variableX. Do they always exist?

(b) Provethat if M(t) denotes the moment generating function ofX then, under some condi-
tions (specify what they are) for a positive integerk, E(Xk) = dk

dtk
M(t) evaluated att = 0.

A normal random variable with meanµ and varianceσ2 has moment generating function
M(t) = etµ+t2σ2/2. You can just use this below. No need to prove it.

(c) Consider random variablesX1, . . . , Xn that are independent withXi distributed normal
with meanµi and varianceσ2

i . Derivethe moment function ofS =
∑N

i=1 Xi (explain your
steps) and hence show thatS is normally distributed. As part of the result give what the
mean and variance ofS are.

4. Consider two random vectorsX (p×1) andY (r×1) and two matricesA (a×p) andB (b× r).

(a) First define the covariance matrix for an individual random vector (e.g,ΣΣΣX = Cov(X))
and the covariance between two random vectors (e.g.,ΣΣΣXY = Cov(X,Y)) in terms of
expected values.
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(b) Show that ifX andY are independent thenCov(X,Y) = 0. Is the converse true? If yes,
why? If no, give a counter example.

(c) Derivean expression forCov(AX) in terms ofA andΣΣΣX .

(d) Derivean expression forCov(AX,BY) with your answer given in terms ofΣΣΣX = Cov(X),
ΣΣΣY = Cov(Y) andΣΣΣXY = Cov(X,Y).

(e) Now suppose thatA is a squarep× p matrix and consider the quadratic formQ = X′AX
(where′ denotes transpose). Derive an expressionE(Q) with your answer given in terms
of A, µµµ = E(X) andΣΣΣX and the trace operator. In doing this first define what the trace of
a matrix is.

5. (Chi-square distribution)

(a) State the definition of a non-central chi-square distribution withd degrees of freedom and
non-centrality parameterλ. Do this not by giving a density function but by explaining how
the distribution arises as the distribution of a random variableC, formed as a function of a
suitably defined normal random vector.

(b) Suppose now thatX is distributed normal with meanµµµ and covarianceΣΣΣ. State a necessary
and sufficient condition on the matrixA such thatX′AX is distributed as a non-central
chi-square.

- Give the degrees of freedom and non-centrality parameter involved.

- Prove the sufficiency.
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